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Friday Keynote: 

Professor Yves De Koninck 

Yves De Koninck is professor of Psychiatry & Neuroscience at Laval 
University, Scientific Director of the CERVO Brain Research Centre and 
Director of Research of the Quebec Integrated University Health and Social 
Services Centre. Former President of the Canadian Association for 
Neuroscience, he holds a Canada Research Chair in Chronic pain and related 
brain disorders and is a Fellow of the Canadian Academy of Health Sciences 
and the Royal Society of Canada. He dedicated his career to understanding 
the mechanisms underlying chronic pain disorders. For this he received the 
Distinguished Career award from the Canadian Pain Society. He founded the 
Neurophotonics Centre (www.neurophotonics.ca), a unique infrastructure to 
support the development of novel technologies to probe and manipulate the 
brain and nervous system. He now leads Sentinel North 
(www.sentinelnorth.ulaval.ca) a global initiative to harness the power of light 

for the benefit of health, environment and sustainable development in the North. For his transdisciplinary 
efforts at the interface of photonics, computational sciences and neuroscience, he received the Jacques-
Rousseau Prize from Acfas, the Brockhouse Canada Prize and the Emily Gray Award from the 
Biophysical Society. 

Saturday Keynote: 

Professor Barbara Webb 

Barbara Webb completed a BSc in Psychology at the University of Sydney 
then a PhD in Artificial Intelligence at the University of Edinburgh. Her PhD 
research on building a robot model of cricket sound localization was featured 
in Scientific American. This established her as a pioneer in the field of 
biorobotics - using embodied models to evaluation biological hypotheses of 
behavioural control. She has published influential review articles on this 
methodology in Behavioural and Brain Sciences, Nature, Trends in 
Neurosciences and Current Biology. Recently, the focus of her research has 
moved from basic sensorimotor control towards more complex insect 
behavioural capabilities, in the areas of associative learning and navigation. 
She has held lectureships at the University of Nottingham and University of 
Stirling before returning to a faculty position in the School of Informatics at 
Edinburgh in 2003. She was appointed to a personal chair as Professor of 
Biorobotics in 2010. 
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Friday 29th November 
8:30-8:50 Registration 
8:50-9:00 Welcome to NeuroEng 2019 
9:00-9:40 ARC Centre for Nanoscale BioPhotonics Keynote Speaker: 

Professor Yves De Koninck, Université Laval, Quebec, Canada 
How chloride dynamics shape neural computation; challenges in measurements and 
modeling 

9:40-10:00 Vincent Daria, Australian National University 
Dendritic spikes in apical oblique dendrites of cortical pyramidal neurons 

10:00-10:20 Ivan Maksymov, Swinburne University of Technology 
Faraday waves in earthworms: non-invasive tests of the soliton model of nerve impulses 

10:20-10:50 Morning Tea 
10:50-11:10 Mark Jenkinson, Oxford University 

Acquisition and analysis of big data for MRI in neuroimaging 
11:10-11:30 Simon Brown, University of Canterbury 

Avalanches, criticality and correlations in self-organised nanoscale networks 
11:30-11:50 Demi Gao, The University of Melbourne 

Modeling electrode discrimination in cochlear implants using information theory and 
machine learning 

11:50-12:10 Martin Spencer, The University of Melbourne 
Retinal implant vision processing: a global shaping algorithm 

12:10-12:30 Oliver Cliff, The University of Sydney 
Controlling the increased false positive rate of Granger causality tests in fMRI 

12:30-1:00 Lunch 
1:00-2:00 Poster Session (even) 
2:00-2:20 David Grayden, The University of Melbourne 

Endovascular brain stimulation 
2:20-2:40 Mandiyam Mahadeeswara, The University of Queensland 

A car racer’s way of negotiating sharp turns observed in turning honeybees 
2:40-3:00 Leonardo Novelli, The University of Sydney 

Relating transfer entropy to network structure and motifs, and implications for brain 
network inference 

3:00-3:20 Tara Hamilton, Macquarie University 
Stochastic neuromorphic signal processing 

3:20-3:40 Brett Schmerl, University of South Australia 
Using deep convolutional neural networks to visualise receptive fields of high level 
visual cortical neurons 

3:40:4:00 Afternoon Tea 
4:00-4:20 André van Schaik, Western Sydney University 

The International Centre for Neuromorphic Systems at Western Sydney University 
4:20-4:40 Timothy Allison-Walker, Monash University 

Cortical vision prosthesis evoked spiking exhibits phase-dependency 
4:40-5:00 Saeed Afshar, Western Sydney University 

Seeing through bushes with an event-based camera 
7:00-10:00 Conference Dinner (Jolley’s Boathouse) 
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Saturday 30th November 

8:30-9:00 Registration 

9:00-9:40 ARC Centre for Integrative Brian Function Keynote Speaker:  
Professor Barbara Webb, University of Edinburgh, Scotland, UK. 
The neural basis of insect navigation 

9:40-10:00 Geoffrey Goodhill, The University of Queensland 
Generative models for extracting latent structure from calcium imaging data  

10:00-10:20 Michael Ibbotson, the University of Melbourne 
Orientation maps in the primary visual cortex of the Tammar wallaby 

10:20-10:50 Morning Tea 

10:50-11:10 Guozhang Chen, The University of Sydney 
Dynamical circuit mechanisms of attentional sampling 

11:10-11:30 Alan Freeman, The University of Sydney 
A model of the origin of motion sensitivity in primary visual cortex 

11:30-11:50 Tatiana Kameneva, Swinburne University of Technology  
Acute effects of resonance frequency breathing on muscle sympathetic nervous activity 

11:50-12:10 Agus Hartoyo, Swinburne University of Technology 
Inference of the parsimonious mechanism underlying the emergence of alpha blocking 

12:10-12:30 Massoud Yajadda, The University of Sydney 
Neural field theory of the formation of ocular dominance columns in the primary visual 
cortex 

12:30-1:00 Lunch 

1:00-2:00 Poster Session (odd) 

2:00-2:20 Alon Loeffler, The University of Sydney 
Topological properties of neuromorphic nanowire networks 

2:20-2:40 Svetlana Postnova, The University of Sydney 
Model-based prediction of sleep, circadian phase and alertness in real-world shiftwork 

2:40-3:00 Jasmine Walter, Monash University 
Unsupervised analysis of sleep data detects periods of lucid dreaming 

3:00-3:20 Hamish Meffin, The University of Melbourne 
Nonlinear receptive field estimation reveals novel forms of feature invariance in primary 
visual cortex 

3:20-3:40 Ben Fulcher, The University of Sydney 
Spatial embedding of gene transcriptional gradients through brain development 

3:40:4:00 Afternoon Tea 

4:00-5:00 Panel Discussion: The Interface Between Wet and Dry Neuroscience 
Michael Ibbotson, Geoff Goodhill, Tony Burkitt, Mark Hutchinson 

5:00-6:00 Wrap up social mixer – NeuroEng, CIBF and CNBP 
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DENDRITIC SPIKES IN APICAL OBLIQUE DENDRITES OF
CORTICAL PYRAMIDAL NEURONS

Michael Lawrence Castanares1 and Vincent Daria1,2

1Eccles Institute of Neuroscience, John Curtin School of Medical Research and 2Research School of Physics and Engineering 
Australian National University 

vincent.daria@anu.edu.au 

One of the fundamental challenges to crack the neurons’ computing power is the understand the functional role of 
its dendrites. Aside from the fact that dendrites receive synaptic inputs, they can also initiate local regenerative 
events called dendritic spikes, which can either be driven via a surge synaptic inputs or a train of back-propagating 
action potentials (bAPs)1-3. Dendritic spikes are long lasting depolarisations (~20-50ms) that can boost the efficacy 
of distal synapses to drive neurons to fire, or can interact with coincident synapses and consequently influence 
synaptic plasticity. In vitro and in vivo studies have shown that cortical pyramidal neurons are able to recruit certain 
types of dendritic spikes in different regions such as: the main apical trunk1,2, apical tuft dendrites4,5, and basal 
dendrites3. Here, we investigate the generation and properties of a novel dendritic spike evoked in apical oblique 
dendrites of Layer 5 pyramidal neurons (L5PNs). Using a multi-compartment model of a L5PN6, we show that a 
train of bAPs with critical frequency fc = 35Hz elicits a dendritic spike in select oblique branches. By numerically 
blocking voltage-gated ion channels, we 
characterise the spike as a fast sodium spike 
followed by a broad (~20 ms) depolarization due to 
activation of voltage-gated calcium channels. To 
verify experimentally, we performed in vitro two-
photon (2P) calcium imaging on cortical L5PNs 
using our 2P multi-site holographic microscope7. 
Stimulating a 2-bAP train with fc = 56 ± 4Hz sets up 
a non-linear increase in the amplitude of the calcium 
transients in select oblique dendrites of L5PNs. In 
summary, we report a new type of dendritic spike 
occurring in oblique branches of cortical L5PNs. 
Compared to other types of dendritic spikes, the 
oblique branch spike is evoked using a train of bAPs 
with lower frequencies. The unique conditions 
required for bAP bursts to recruit dendritic spikes in 
specific regions of L5PNs can provide novel 
insights into branch-specific plasticity of coincident 
synapses and can therefore advance our 
understanding of the different functional roles of 
dendrites in learning and memory.  

[1] Schiller, J., Schiller, Y., Stuart, G. & Sakmann, B. 1997. Calcium action potentials restricted to distal apical dendrites of rat neocortical
pyramidal neurons. J Physiol, 505, 605-16.

[2] Larkum, M. E., Kaiser, K. M. M. & Sakmann, B. 1999. Calcium electrogenesis in distal apical dendrites of layer 5 pyramidal cells at a
critical frequency of back-propagating action potentials. PNAS 96, 14600-04.

[3] Kampa, B. M. & Stuart, G. J. 2006. Calcium spikes in basal dendrites of layer 5 pyramidal neurons during action potential bursts. J.
Neuroscience 26, 7424-32.

[4] Palmer, L. M., Shai, A. S., Reeve, J. E., Anderson, H. L., Paulsen, O. & Larkum, M. E. 2014. NMDA spikes enhance action potential
generation during sensory input. Nat Neurosci, 17, 383-90.

[5] Larkum, M. E., Nevian, T., Sandler, M., Polsky, A. & Schiller, J. 2009. Synaptic integration in tuft dendrites of layer 5 pyramidal neurons:
a new unifying principle. Science 325, 756-60.

[6] Shai, A. S., Anastassiou, C. A., Larkum, M. E. & Koch, C. 2015. Physiology of Layer 5 Pyramidal Neurons in Mouse Primary Visual
Cortex: Coincidence Detection through Bursting. Plos Computational Biology, 11.

[7] Castanares, M. L., Stuart, G. J. & Daria, V. R. 2019. Holographic Functional Calcium Imaging of Neuronal Circuit Activity. In: KAO,
F.-J., KEISER, G. & GOGOI, A. (eds.) Advanced Optical Methods for Brain Imaging. Singapore: Springer.

Figure 1. Critical frequency responses at different dendritic regions. 
Previous works showed a critical frequency response at the basal and 
nexus of the apical tuft dendrites. The critical frequency protocol showed 
that a fc4 ~100 Hz train of 4-bAPs recruits a dendritic calcium spikes at 
the nexus of the apical tuft2. Our work shows that oblique branch spikes 
are evoked at lower frequencies of train of 2-bAPs: fc2 ~35 Hz (from 
model) and fc2 ~56Hz (from 2P calcium imaging).  
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FARADAY WAVES IN EARTHWORMS: NON-INVASIVE
TESTS OF THE SOLITON MODEL OF NERVE IMPULSES

Ivan S. Maksymov
Centre for Micro-Photonics, Swinburne University of Technology, Hawthorn, Victoria, 3122, Australia

imaksymov@swin.edu.au

We aim to conduct rigorous numerical simulations and proof-of-concept experiments to verify the hypothesis that
nerve signals can be sound-voltage impulses (solitons) that propagate with little change of form [1-3]. Solitons
exist when dispersion (spreading of the impulse) and nonlinearity in the medium are balanced. (Nonlinear effects
are those where twice the input signal intensity does not result in twice the output intensity.) Solitons are well-
known in the context of water waves in canals and laser light in optical fibres.
We will verify the soliton hypothesis by switching the nonlinearity of the nerve on and off. Modern methods of
nerve stimulation, including those using focused high-frequency ultrasound [4], cannot be used to achieve this
goal because they are invasive and/or they alter the balance between dispersion and nonlinearity in an
uncontrollable way. Therefore, we will develop a non-invasive method of nerve stimulation with low-frequency
mechanical vibrations and Faraday waves (ripples on the surface of liquids) that are closely associated with
soliton-like phenomena [5].
We will use earthworms because the glial cell wrapping of their giant axons resembles the myelin sheath of
vertebrate nerve fibres. Therefore, earthworms serve as an excellent platform for tests of the soliton hypothesis.
Earthworms are also cheap and using them does not require ethics approval.
Earthworms have a hydrostatic (supported by fluid pressure) skeleton with a flexible skin and a water-filled body
cavity (coelom). The physical principles of hydrostatics also determine the behaviour of drops of water on a glass.
When a liquid drop vibrates in the vertical direction with frequency f, nonlinear standing Faraday waves appear
because the hydrostatic surface of the drop becomes unstable. The frequency of such waves equals f/2 and their
nonlinearity can induce solitons. The same effect should be observable in earthworms.
Nerve impulses are observed at acoustic frequencies of up to 300 Hz. In contrast to the recent attempts to control
nerve impulses with high-frequency ultrasound (~10,000 times the frequency of nerve impulses) [4], we will
vertically vibrate earthworms at low frequencies (20...300 Hz) to excite soliton-like waves of high amplitude. We
will controllably create the condition of constructive interference between these waves and the natural nerve
impulse (the waves add together) or destructive interference (the waves cancel each other; negative solitons are
allowed in the soliton model). This will open up avenues for unambiguous non-invasive tests of the soliton model.
We will build a more precise version of the laser vibrometry setup developed and used by us to investigate
Faraday waves in liquid drops [6]. To calibrate the setup, we will employ a simple to use commercial device [7]
capable of exciting and measuring nerve impulses with voltage pulses sent through needle electrodes, which do
not damage the body of the earthworm and allow to return it to the soil after the experiment.
Apart from the main proof-of-principle experiment, we will also verify another closely related hypothesis. In our
experiments, worms will be immobilised by briefly submerging them into a weak alcohol solution. This will also
allow us to test whether the interference between the Faraday waves and nerve impulses changes when the worm
is given more anaesthesia. There should be an observable change if the soliton model is correct.

[1] Heimburg T. and Jackson A. D. (2005) On soliton propagation in biomembranes and nerves, PNAS, vol. 102, pp. 9790-9795.
[2] El Hady A. and Machta B. B. (2015) Mechanical surface waves accompany action potential propagation, Nat. Commun., vol. 6, p. 6697.
[3] Meissner S. T. (2018) Proposed tests of the soliton wave model of action potentials, and of inducible lipid pores, and how non-electrical
phenomena might be consistent with the Hodgkin-Huxley model, arXiv:1808.07193v1.
[4] Blackmore J., Shrivastava S., Sallet J., Butler C. R., and Cleveland R. O. (2019) Ultrasound Neuromodulation: A Review of Results,
Mechanisms and Safety, Ultrasound Med. Biol., vol. 45, pp. 1509-1536.
[5] Rajchenbach J., Leroux A., and Clamond D. (2011) New standing solitary waves in water, Phys. Rev. Lett., vol. 107, p. 024502.
[6] Maksymov I. S. and Pototsky A., Harmonic and subharmonic waves on the surface of a vibrated liquid drop, unpublished.
[7] Shannon K. M., Gage G. J., Jankovic A., Wilson W. J., and Marzullo T. C. (2014) Portable conduction velocity experiments using
earthworms for the college and high school neuroscience teaching laboratory, Adv. Physiol. Educ., vol. 38, pp. 62-70.
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Neuronal avalanches are one of the key characteristic features of signal propagation in the brain1. These avalanches 
originate from the complexity of the network of neurons and synapses, which are widely believed to form a self-
organised critical system. Criticality is hypothesised to be intimately linked to the brain’s computational power2,3 
but efforts to achieve neuromorphic computation have so far focused on highly organised architectures, such as 
integrated circuits4 and regular arrays of memristor5. To date, little attention has been given to developing complex 
network architectures that exhibit criticality and thereby maximise6 computational performance. We show here, 
using methods developed by the neuroscience community7, that electrical signals from self-organised percolating 
networks of nanoparticles8 exhibit brain-like correlations and criticality.9 Specifically, the sizes and durations of 
avalanches of switching events are power-law distributed, and the power-law exponents satisfy rigorous criteria for 
criticality. Additionally we show that both the networks and their dynamics are scale-free. These networks provide 
a low-cost platform for computational approaches that rely on spatiotemporal correlations, such as reservoir 
computing, and are a significant step towards creating neuromorphic device architectures. 
 
1 Beggs, J. M. & Plenz, D. Neuronal avalanches in neocortical 

circuits. The Journal of Neuroscience 23, 11167-11177 (2003). 
2 Munoz, M. A. Colloquium : Criticality and dynamical scaling in 

living systems. Reviews of Modern Physics 90, 031001 (2018). 
3 Cocchi, L., Gollo, L. L., Zalesky, A. & Breakspear, M. Criticality 

in the brain: A synthesis of neurobiology, models and cognition. 
Progress in Neurobiology 158, 132-152 (2017). 

4 Merolla, P. A. et al. A million spiking-neuron integrated circuit 
with a scalable communication network and interface. Science 
345, 668-673 (2014). 

5 Burr, G. W. et al. Neuromorphic computing using non-volatile 
memory. Advances in Physics: X 2, 89-124 (2017). 

6 Srinivasa, N., Stepp, N. D. & Cruz-Albrecht, J. Criticality as a set-
point for adaptive behavior in neuromorphic hardware. Frontiers 
in Neuroscience 9, 449 (2015). 

7 Friedman, N. et al. Universal critical dynamics in high resolution 
neuronal avalanche data. Physical Review Letters 108, 208102 
(2012). 

8 Sattar, A., Fostner, S. & Brown, S. A. Quantized conductance and 
switching in percolating nanoparticle films. Physical Review 
Letters 111, 136808 (2013). 

9 Mallinson, J. B. et al. Avalanches and criticality in self-organised 
nanoscale networks. Science Advances (in press) (2019). 

 

 
The percolating network of nanoparticles in a simple 
two-terminal contact geometry. The different colours 
represent groups of particles that are in contact with 
one another. The zoomed region shows a schematic of 
the growth of an atomic filament within a tunnel gap 
(a switching event, that can be seen as synapse-like) 
when a voltage is applied. Bottom: The same network 
schematic presented so as to show the conducting 
pathways (black) which result from atomic filament 
formation within the gaps between groups. When the 
applied potential causes one tunnel gap between 
groups to be bridged by a conducting filament, the 
electric field across other tunnel gaps is intensified, 
leading to avalanches of switching events.  
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    Despite the success of cochlear implants (CIs) over more than three decades, wide inter-subject variability in 
speech perception is reported [1]. The key factors that cause variability between individuals are unclear. We 
previously developed an information theoretic modelling framework that enables estimation of the optimal number 
of electrodes and quantification of electrode discrimination ability [2, 3]. However, the optimal number of 
electrodes was estimated based only on statistical correlations between channel outputs and inputs, and the model 
did not quantitatively model psychophysical measurements and study inter-subject variability. 

Here, we unified information theoretic and machine learning techniques to investigate the key factors that may 
limit the performance of CIs. The framework used a neural network classifier to predict which electrode was 
stimulated for a given simulated activation pattern of the auditory nerve, and mutual information was then estimated 
between the actual stimulated electrode and the predicted one. 

   Using the framework, electrode discrimination was 
quantified with a range of parameter choices, as 
shown in Fig. 1. The columns from left to right show 
how the distance between electrodes and auditory 
nerve fibres, r, the number of surviving fibres, N, the 
maximum current level (modelled as the percentage of 
surviving fibres N that generate action potentials for a 
given stimulated electrode), and the attenuation in 
electrode current, A, affect the model performance, 
respectively. The parameters were chosen to reflect 
the key factors that are believed to limit the 
performance of CIs. The model shows sensitivity to 
parameter choices, where smaller r, larger N and 
higher attenuation in current lead to higher mutual 
information and improved classification. 

 
 

 
 

Figure 1.  Model performance with a range of parameter choices.

    This approach provides a flexible framework that may be used to investigate the key factors that limit the 
performance of cochlear implants. We aim to investigate its application to personalised configurations of CIs. 

    This work is supported by a McKenzie Fellowship, The University of Melbourne. 
 

[1] L. K. Holden, C. C. Finley et al. “Affecting Open-Set word recognition in adults with cochlear implants”, Ear Hear, Vol. 34, 342-360, 
2013 

[2] X. Gao, D. B. Grayden, M. D. McDonnell, “Stochastic information transfer from cochlear implant electrodes to auditory nerve fibers”, 
Physical Review E 90 (2014) 022722. 

[3] X. Gao, D. B. Grayden, M. D. McDonnell, “Modeling electrode place discrimination in cochlear implant stimulation”, IEEE 
Transactions on Biomedical Engineering 64 (2017) 2219–2229. 
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Retinal implants use an array of electrodes to stimulate the neural tissue of the retina and restore some visual 
perception. Each electrode induces a local visual percept referred to as a phosphene. In the presence of large 
overlapping phosphenes the conventional stimulation strategy leads to blurring of the perceived visual scene [1]. 
 
To mitigate this effects, our proposed global activity shaping strategy uses a push-pull effect to manipulate the 
overall pattern of electrical current [2]. The approach uses a forward model for the calculation of the set of neural 
activations in the retina, �̃�, given a set of electrode amplitudes, �̃�. Under reasonable assumptions this forward model 
can be assumed to be linear, 

�̃� = 𝐖�̃�,             (1) 
where the columns of the matrix 𝐖 contain the phosphenes that result from the activation of each individual 
electrode. Given a target set of neural activations, �̃�∗, the electrode amplitudes required to induce this pattern can 
be calculated using the inverse model: 

�̃� = 𝐖'�̃�∗,             (2) 
where 𝐖' is the pseudoinverse of 𝐖 calculated using singular value decomposition. The predicted results for 
different electrode densities is shown in figure 1. As the number of electrodes in the region is increased from 25 to 
529, the phosphene size is assumed to remain constant. It can be seen that the inverse model led to lower errors than 
the conventional model. This result was confirmed across 32 natural images. 
 
 
 
Figure 1: The 
electrode patterns 
and retinal 
activation 
patterns for (a) 
the conventional 
strategy and (b) 
the inverse model.  
 
 
 
 
The final visual stimulus depends on the selection of eigenvalues used when calculating 𝐖'. It might be expected 
that a high number of eigenvalues should be used, because this would create the most accurate pseudoinverse, and 
therefore the optimum electrode pattern. However, in practice this resulted in unrealistically high push-pull 
electrode amplitudes that indicate overfitting and susceptibility to noise. A model including noise showed that a 
lower number of eigenvalues could be chosen to limit these effects while still providing lower error than the 
conventional strategy.  
 
[1] Wilke R.G.H, Moghadam G.K, Lovell N.H, Suaning G.J, and Dokos S. (2011) "Electric crosstalk impairs spatial resolution of multi-

electrode arrays in retinal implants." Journal of Neural Engineering 8, no. 4  
[2] Spencer M.J, Kameneva T, Grayden D.B, Meffin H, and Burkitt A.N. (2019) "Global activity shaping strategies for a retinal implant." 

Journal of Neural Engineering 16, no. 2 
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The ability to quantify information processing in neural circuits is fundamental to various areas of clinical and 
theoretical neuroscience. This often involves studying the relationship between different brain regions via 
connectivity measures such as Granger causality and transfer entropy. These approaches capture how much the 
signal from one region covaries with another, after taking into account the past of each signal. As such, they are 
often used for brain mapping where multivariate time series data are obtained through techniques such as 
functional magnetic resonance imaging (fMRI). However, Bartlett's well-known formula stipulates that sample 
correlations are overestimated for any two datasets that exhibit a dependence on the past (referred to as 
autocorrelation). This issue becomes worse as autocorrelation increases and consequently inflates the false 
positive rate when using standard significance tests. As it is currently presented in literature, Granger causality 
does not correctly account for this inherent bias and is thus statistically unsound for a finite sample size. An 
application that is particularly affected is fMRI research, which translates blood oxygen level dependent data into 
a slowly varying (and thus highly autocorrelated) multivariate time series that traces the haemodynamic response 
of different regions of the brain. Moreover, digital filtering is commonly used as a preprocessing step to reduce 
line noise and other artefacts in neuroimaging data; however, this induces an (either finite or infinite) impulse 
response that can increase autocorrelation in an otherwise serially uncorrelated signal. In this study, we use 
signals obtained from unconnected regions of multiple subjects in the Human Connectome Project to show that 
the connections inferred by Granger causality can yield type I errors of up to four times the nominal value of 5\%. 
These errors are particularly pronounced in less myelinated regions such as the frontoparietal and default mode 
networks. We then provide a simple fix to the typical procedure that removes the autocorrelation from a signal in 
order to correctly rescale these measures before significance testing. This is achieved by iteratively performing 
least squares and testing the residuals for covariance between processes, rather than the signals themselves. Using 
this new procedure, we can ensure that the false positive rate remains at the nominal value and the discriminatory 
power of the procedure is not affected. 
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We have recently found that bees flying in a semi-outdoor arena keep their centripetal acceleration (CA) nearly 

constant when executing turns[1]. This strategy might assist them in performing coordinated turns, without 
deviating from the intended flight trajectory. Do bees always keep their CA constant while executing turns in 
different environments? To examine this question, we conducted an experiment in which bees were trained to fly 
through a tunnel comprising two straight sections, connected by a curved section. The flight trajectories of 21 
different bees were analysed to investigate their turning behaviour while flying through the curved part of the tunnel. 
Interestingly, the bees flying in the curved section of the tunnel exhibited a different turning behaviour from that 
displayed by bees flying in a cloud.  For the bees flying in the tunnel, there was an absence of a linear relationship 
between speed2 and the radius of curvature, implying that the bees did not hold their CA constant when flying in 
the curved part of the tunnel. The second part of our study, described below, investigated how the bees orchestrated 
their turning flights in the tunnel to overcome the centrifugal force that they experienced.  

In general, a flying insect will make a coordinated turn if it generates a centripetal force to balance the 
centrifugal force that it experiences during the turn. The centripetal force is generated by rolling about the 
longitudinal axis, to convert part of the lift force into a centripetal force. This can be achieved in one of two ways: 
(i) If the insect rolls without changing the total dorsally-directed force that it generates, the roll can counter the 
centrifugal force, but will not compensate for the attendant loss of lift. If the insect follows this strategy, it will lose 
altitude during the turn; (ii) If the insect increases the dorsally-directed force that it generates during the turn to 
compensate for the loss of lift, it can counter the centrifugal force without losing altitude. We mathematically 
modelled these predictions to investigate the nature of the turning behaviour of bees flying in the curved tunnel. 
The modelling revealed that the turning bees adopt strategy (i) That is, they compensate for the centrifugal force by 
rolling into the turn, but do not compensate for the accompanying loss of lift. 

Analysis of the turning behaviour also revealed that the bees often pointed into the turn. This ‘side-slipping’ or 
‘skid-based’ turning strategy directs a certain component of the bee’s forward thrust in the centripetal direction, 
thus increasing the CA and permitting a tighter turn, similar, in some respects, to the way in which a ‘Supercar’ 
race driver negotiates a sharp turn.  
 

References 
1.  Mahadeeswara MY, Srinivasan M V. Coordinated Turning Behaviour of Loitering Honeybees. Sci Rep. 

2018; doi:10.1038/s41598-018-35307-5 
 

 
Head-on view of a bee making a turn in the tunnel. The roll angle (𝜃) of the bee was measured by measuring the orientation of the 
line connecting the two wingtips with respect to the horizontal axis.  

!
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Transfer entropy is an established method for the analysis of directed relationships in neuroimaging data. In its 
original formulation, transfer entropy is a bivariate measure, i.e., a measure between a pair of elements or nodes. 1 
However, when two nodes are embedded in a network, the strength of their direct coupling is not sufficient to fully 
characterize the transfer entropy between them. This is because transfer entropy results from network effects due to 
interactions between all the nodes. 
In this theoretical work, we study the bivariate transfer entropy as a function of network structure, when the link 
weights are known. In particular, we use a discrete-time linear Gaussian model to investigate the contribution of 
small motifs, i.e., small subnetwork configurations comprising two to four nodes. Although the linear model is 
simplistic, it is widely used and has the advantage of being analytically tractable. Moreover, using this model means 
that our results extend to Granger causality, which is equivalent to transfer entropy for Gaussian variables. 
We show analytically that the dependence of transfer entropy on the direct link weight is only a first approximation, 
valid for weak coupling. More generally, it is affected both by the indegree of the source and the target nodes, which 
suggests an asymmetry of information transfer between hubs and peripheral nodes. In the case of positive link 
weights, the transfer entropy increases with the indegree of the source and decreases with the indegree of the target. 
Importantly, these results also have implications for directed functional network inference from time series, which 
is one of the main applications of transfer entropy in neuroscience. The asymmetry of information transfer suggests 
that links from hubs to peripheral nodes would generally be easier to infer than links between hubs, as well as links 
from peripheral nodes to hubs. This could bias the estimation of network properties such as the degree distribution 
and the rich-club coefficient. 
In addition to the dependence on the indegree, the transfer entropy is directly proportional to the weighted motifs 
involving common parents or multiple walks from the source to the target (see Figure 1). These motifs are more 
abundant in clustered or modular networks than in random networks, suggesting a higher transfer in the former 
case. Further, if the network has only positive edge weights, we have a positive correlation to the number of such 
motifs. This applies in the mammalian cortex (on average, since the majority of connections are thought to be 
excitatory) – implying that directed functional network inference with transfer entropy is better able to infer links 
within brain modules (where such motifs enhance transfer entropy values) in comparison to links across modules. 
 

 
[1] Schreiber, T. (2000). Measuring Information Transfer. Physical Review Letters, vol. 85, no. 2, pp. 461–464 

Figure 1. Network motifs involved in the bivariate transfer entropy 
from node X to node Y. 
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In this paper we present a noise-robust, low-power signal processing technique that is based on population coding 
in neural systems [1]. The technique takes advantage of heterogeneous properties of the physical substrate (i.e. 
silicon or other hardware materials) and makes use of the system noise, in order to sample the input signal. This 
technique leverages the ideas of stochastic electronics [2] and combines it with the statistical signal processing 
known to spiking neural networks (SNN). We have shown that this kind of signal processing can provide more 
information about intermediate signal levels without requiring extra bits (Fig. 1) and we discuss its role in edge, 
internet-of-things (IoT) applications including audio processing and biomedical applications. 
 
Neuromorphic systems have become popular in recent years for their claimed inspiration from biology, robustness 
to noise and inherent low-power. The literature, however, often does not support these claims due to issues with 
interfacing spike-based (and often event-based) systems with conventional computing. Our approach here, 
overcomes many of these issues and promises to improve the utility of neuromorphic approaches in the future. 
 
 

 
Fig. 1: (left) Output of a 3-bit analog-to-digital converter (ADC) – orange, input signal – blue. (Right) Output of a 3-bit equivalent analog-
to-stochastic converter (ASC) – orange, input signal – blue. The noise in right gives more variance but greater bit-precision – up to 6 bits. 

 
 
 
 
[1] Wu S, Amari S, Nakahara H, "Population coding and decoding in a neural field: a computational study". Neural Comput. 14 (5): 999–

1026, 2002. 
[2] T. J. Hamilton, S. Afshar, A. van Schaik, and J. Tapson, “Stochastic electronics: A neuro-inspired design paradigm for integrated circuits,” 

Proceedings of the IEEE, vol. 102, no. 5, pp. 843–859, 2014. 
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Understanding the image features that are encoded by neurons throughout the hierarchy of visual cortical areas, 
particularly in areas higher in the hierarchy that have more complex response properties than in V1, is a challenging 
yet fundamental goal in visual neuroscience that is often achieved by visualising their pattern of responses [1]. 
Visualising image features responsible for driving activity of individual units in a hierarchical system used for visual 
processing for the purposes of understanding the system’s functioning and information representation is also 
encountered in the study of deep convolutional neural networks. 
 
In this study we train deep convolutional neural networks on spiking data recorded from individual neurons in a 
mid-tier visual area (the dorsomedial area, DM) of the anaesthetised marmoset monkey whilst the animal is 
presented with changing patterns of spatiotemporally white noise [2]. We show that convolutional neural networks 
are capable of learning statistically significant input-output relationships of these neurons and are thus able to 
perform classification of the spiking behaviour of the neuron given the stimuli. Furthermore, we applied 
deconvolutional techniques [3] used to visualise image features encoded by the convolutional, thus allowing 
visualisation of input image features that are significant to determining spiking behaviour, by proxy, of the neuron. 
A comparison between the features recovered using this technique and those recovered by traditional methods of 
analysis is presented. 
 
 
 
 

 
[1] Jones, J. P. and Palmer, L. A. (1987). The two-dimensional spatial structure of simple receptive fields in cat striate cortex. Journal of 

Neurophysiology, 58, 1187-1211. 
[2] Lui, L. L., Bourne, J. A. and Rosa, M. G. (2005). Functional response properties of neurons in the dorsomedial visual area of New World 

monkeys (Callithrix jacchus). Cerebral Cortex, 16, 162-177. 
[3] Zeiler, M. D. and Fergus R. Visualizing and understanding convolutional networks. In European Conference on Computer Vision 

(ECCV), 818–833. Springer, 2014. 
 

Page 20



CORTICAL VISION PROSTHESIS EVOKED SPIKING 
EXHIBITS PHASE-DEPENDENCY  

Timothy Allison-Walker1#, Maureen Hagan1, Nicholas Price1, and Yan Tat Wong1,2 

1Department of Physiology, Monash University 
2Department of Electrical and Computer Systems Engineering, Monash University 

#timothy.allison-walker@monash.edu 
 
Cortical vision prostheses offer the potential to restore vision, however, large amounts of charge delivered to the 
cortex can cause unwanted effects such as seizures [1]. The local field potential (LFP) – a low frequency brain 
signal – has been implicated in neural excitability via phase-coding [2], wherein the phase of the low-frequency 
oscillations is intermittently coherent with spiking activity. Electrical stimulation timed to the LFP phase might 
constitute a control signal to reduce charge requirements, decrease the chance of seizure, and improve cortical visual 
prosthesis efficacy. 
 
Cells were recorded and electrically stimulated simultaneously in V1 of 6 Wistar rats using a 32-channel probe 
(NeuroNexus), and an Intan Stimulation/Recording system (Intan). Both spiking activity and the local field potential 
were recorded in response to stimulation at varying current levels. The phase of the LFP at the time of stimulation 
was calculated for each trial, and responses were grouped into six phase-bins of equal width (60deg) such that the 
mean phase vector [3] across all trials was centered in the first phase bin. Stimulation-Recording pairs were defined 
as all unique combinations of stimulation and recording channels that a) respond significantly, and above 50 
spikes/second to electrical stimulation, and b) demonstrate a significant difference in response to stimulation 
delivered at different phases. 

 
Figure 1: A) Raster and mean spike rates, single stimulation-recording pair. Phase was analysed at 6 ± 2 Hz. Centre phase 

(73°) calculated from the mean phase vector. Firing rates depended on phase - rank-sum test between the largest firing rate 

and the phase-bin 180° opposed, p < 0.001. B) Response curves for each of the six phase-bins in A. r2 values indicated in 

legend. C) Response threshold is found to be the current at which the neuron reaches 50% the global maximum firing rate. 

Phase-bins closest to the mean phase vector [3] (73°) had a lower threshold (~1 µA). 
 
The data presented shows that there is a relationship between the timing of stimulation to the LFP in V1 and the 
threshold neural response, in this example representing a difference of ~1 µA. Exploitation of this relationship has 
the potential to reduce charge requirements, thereby improving efficacy and reducing risk of seizure. Further work 
to characterize this relationship is ongoing. 
 
[1] Pudenz RH. Neural stimulation: Clinical and laboratory experiences. Surgical Neurology. 1993;39(3):235-42. 
[2] David J. Hawellek, Yan T. Wong, and Bijan Pesaran. Temporal coding of reward-guided choice. PNAS November 22, 2016 113 (47) 

13492-13497 
[3] P. Berens, CircStat: A Matlab Toolbox for Circular Statistics, Journal of Statistical Software, Volume 31, Issue 10, 2009 

http://www.jstatsoft.org/v31/i10. 
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Dynamic Vision Sensors or silicon retinas are neuromorphic event-based sensors which differ from 
conventional cameras by generating events in response to changes in illumination at each pixel, rather 
than through synchronous frames. The generated events streams enable new visual processing 
techniques such as event-based image segregation of complex natural scenery. In this work, we present 
such an event-based method where motion information from a robotic sensor platform is used to see 
through an obscuring garden fence. Using an unsupervised feature extraction network and an event-
based motion estimation algorithm the observed scenery is segregated into competing feature-velocity 
surfaces. A simple event-based competition rule directs each event to one of the many feature-velocity 
surfaces. The resulting segregated surfaces accurately image the obscured scene in an efficient real-time 
manner. 
 
 

 
Figure 1. Event-based dynamic scene segregation. Panels (a) and (b) show the experimental set-up where the event-based sensor 
automatically manoeuvres behind a section of commercial garden screening. (c) Shows the unobscured scene behind the screen. (d) Shows 
the raw event-based data as the camera moves behind the screen. The raw data stream is dominated by events generated from the irregular 
structure of the natural screen. (e) Using event-based image segregation, the obscured scene can be resolved in real-time. 
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The brain constructs representations of incoming sensory information and integrates these with internal factors that 
govern an animal’s behavioural or cognitive state. However, such internal factors are usually not observable, and 
give rise to neural activity that cannot be directly related to sensory stimuli (referred to as spontaneous activity). 
Here we develop statistical models for calcium imaging data that simultaneously account for activity evoked by 
sensory stimuli as well as spontaneous activity governed by these latent internal factors. We first develop a linear 
approach that allows latent sources of spontaneous activity to be identified as the maximum a posteriori estimate 
under the model and easily decoupled from evoked activity. Interestingly, application of the model to the developing 
visual system of the larval zebrafish identified populations of neurons that only participated in spontaneous events, 
with no variance attributable to sensory stimuli [1]. We then develop an approach that combines latent Gaussian 
processes that govern fluctuations in excitability, spike-and-slab non-negative sparse priors that more tightly control 
latent factor activity, and nonlinear interactions between evoked and spontaneous activity. We learn an approximate 
posterior over the latent variables using the stochastic gradient variational Bayes estimator which, due to the spike-
and-slab component of the model, requires reparameterised gradients with Concrete relaxations of discrete latent 
variables. Together, our modelling allows for the decomposition of calcium imaging data into its evoked and 
spontaneous components, and the extraction of smooth and interpretable fluctuations in excitation. 
 
 
[1] Triplett, M.A., Pujic, Z., Sun, B., Avitan, L. & Goodhill, G.J. (2019). Model-based decoupling of evoked and spontaneous neural activity 

in calcium imaging data. https://www.biorxiv.org/content/10.1101/691261v1 
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Orientation selectivity (OS) is a prominent feature of neurons in the mammalian primary visual cortex, 
but the spatial organization of these neurons varies across species. In carnivores and primates, 
orientation-selective neurons are organized into structured orientation columns, which are vertical 
arrays of neurons with the same orientation preference. These columns are organized into two-dimensional 
orientation maps in which the different orientations are arranged radially around singular, 
pinwheel centers. However, rodents and lagomorphs - despite having robust orientation selectivity in 
individual neurons - do not have orientation columns, but instead the neurons are randomly 
distributed throughout the cortex, in what is termed a salt-and-pepper organization. We do not know 
why some mammals have structured pinwheel maps while others have salt-and-pepper maps. We 
investigated whether the development of orientation maps is influenced by a genetic factor related to 
phylogeny. The entire mammalian line might have originated with the genetic capacity to develop 
orientation columns, but perhaps rodents and lagomorphs lost this organization due to a lack of 
environmental or behavioral drivers. We studied a highly visual marsupial, the Tammar wallaby 
(Macropus Eugenii), which represents a phylogenetically distinct branch of mammals for which the 
orientation map structure is unknown. If orientation columns are the mammalian norm, we should 
identify orientation columns in marsupial cortex. We used intrinsic optical imaging and multi-channel 
electrophysiology methods to examine the functional organization of the wallaby cortex. We found 
robust OS in a high proportion of cells in the primary visual cortex. Moreover, we found clear 
orientation columns similar to those found in primates and carnivores but with bias towards vertical 
and horizontal preferences, suggesting lifestyle-driven variations. The findings suggest that orientation 
columns are the norm and it might be that the rodents and lagomorphs are unusual in terms of 
mammalian cortical architecture. 
 
 

 

Page 24



DYNAMICAL CIRCUIT MECHANISMS OF ATTENTIONAL 
SAMPLING 

Guozhang Chen, and Pulin Gong 

1 School of Physics, University of Sydney, New South Wales, Australia 
2 ARC Center of Excellence for Integrative Brain Function, University of Sydney, New South Wales, Australia 

#pulin.gong@sydney.edu.au  
 
 
Recent physiological studies have demonstrated that distributed attention involving multiple objects is a theta-
rhythmic sampling process, with each sampling cycle being implemented through gamma-band oscillations. To 
elucidate the dynamical circuit mechanisms of such attentional sampling processes, we investigate a biophysically 
realistic cortical circuit model for distributed attention tasks. We show that in the working regime of the circuit 
model near the critical transition between asynchronous to localized wave states, localized activity patterns with 
complex spatiotemporal dynamics emerge. The spatiotemporal dynamics of these patterns provide a mechanistic 
explanation for a great variety of neurophysiological data. These include the reduction of correlated neural 
fluctuations, the modulation of on-off transitions in spiking activity and the theta modulation of gamma oscillations. 
For attention tasks with natural scenes, we find that such dynamical activity pattern-based sampling gives rise to 
attention maps and sampling paths that are quantitatively comparable to those found in psychophysical studies. 

Page 25



A model for the origin of motion sensitivity in 
primary visual cortex 

Alan W Freeman, Yuqi Zheng 

University of Sydney, Camperdown, NSW 2006 
Alan.Freeman@sydney.edu.au 

 
 
Introduction. Motion-sensitive neurons are prevalent in primate and carnivore primary visual cortex: these cells 

respond well to stimulus motion in one direction and poorly to motion in the opposite direction. Direction-

selective neurons were discovered sixty years ago but the mechanisms underlying this selectivity are still obscure. 

One possible contributor is intracortical inhibition: inhibitory neurons are orientation-selective (Cardin, Palmer, 

Contreras, 2007) and their preferred orientation on one side of an excitatory cell may differ from that on the 

opposite side. This heterogeneity could, in turn, result in asymmetries of the excitatory response for a grating 

moving in one or the other direction. Our aim was to test computationally whether heterogeneous inhibition could 

lead to direction selectivity. Methods. Each simple cell in the model received converging input from on- and off-

centre subcortical neurons, producing orientation selectivity. The preferred orientation varied across the cortical 

surface because each cell received a unique pattern of inputs. Each inhibitory cortical neuron received the same 

inputs as its nearest simple cell and therefore had the same orientation preference. Results. Simple cells displayed 

varying degrees of direction selectivity, from none to maximal (no response in the antipreferred direction). To test 

the hypothesis, we computed the difference in orientation preference between a simple cell and inhibitory cells in 

its neighbourhood. In a significant majority of cases a grating moving in the antipreferred direction passed 

through a region in which the preferred orientation was similar to that of the simple cell, evoking strong 

inhibition. Conversely, as shown in the figure, responses were strong in the preferred direction because the grating 

passed through a region containing inhibitory neurons with differing orientation preference. Conclusion. The 

model predicts that the preferred motion direction of a simple cell is from heterogeneous areas in the orientation 

preference map (such as pinwheels) to iso-orientation domains. 

 

 
 
 
Cardin, J. A., Palmer, L. A., & Contreras, D. (2007). Stimulus feature selectivity in excitatory and inhibitory neurons in primary visual cortex. 
Journal of Neuroscience, 27(39), 10333-44. 
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Acute slow breathing may have beneficial effects on cardiovascular regulation by affecting hemodynamics and the 
autonomic nervous system. Whether breathing at the resonance frequency (RF), a breathing rate that maximizes 
heart rate oscillations, induces differential effects to that of slow breathing is unknown.  
 
The aim of this study was to compare the acute effects of breathing at either RF and RF+1 breaths per minute on 
muscle sympathetic nervous activity (MSNA).  
 
Ten healthy men underwent MSNA, blood pressure (BP) and heart rate (HR) recordings while breathing for 10 
minutes at their spontaneous breathing (SB) rate followed by 10 minutes at both RF and RF+1 randomly assigned 
and separated by a 10-minute recovery.   Recording of multiunit postganglionic MSNA was made with participants 
resting in a supine position. A tungsten microelectrode (FHC, Bowdoin, USA) was inserted directly into the right 
peroneal nerve just below the fibular head. A subcutaneous reference electrode was positioned 2 to 3 cm away from 
the recording site. 
 
Sympathetic bursts were visually identified and the number of bursts was averaged over the 10-minute period during 
SB, RF and RF+1. The MSNA was expressed as burst frequency (burst/min) and burst incidence (bursts/100 
heartbeats). 
 
The inter-burst interval was used to measure dynamic patterns of MSNA activity. The inter-burst interval was used 
as a measure of burst-suppression, when a cluster of bursts is followed by a silence period.  The difference in inter-
burst intervals during each condition was calculated for individual participants and then averaged for the whole 
cohort. 
 
To calculate the phase of the respiration signal, a Hilbert transform was applied to the signal. A histogram of MSNA 
burst occurrence was plotted as a function of an instantaneous phase of the respiration signal.  The MSNA bursts 
histograms were normalised to the maximum value for each breathing period and compared between SB, RF, and 
RF+1 breathing schemes. 
 
Compared to SB, breathing at either RF or RF+1 respiration rates decreased MSNA (-5.6 and -7.3 bursts per min 
for RF and RF+1), with the sympathetic bursts occurring more often during mid-inspiration to early expiration 
(+57% and +80%) and longer periods of silence between bursts were seen (p<0.05 for RF+1).  
 
Breathing exercises remain an attractive non-invasive strategy to modulate autonomic nervous system function. 
While breathing at the specific RF is suggested to maximise the effect we found that breathing at RF or 1 breath 
above RF induced the same acute changes on the sympathetic nervous system and BP, with both breathing 
paradigms inducing similar changes in the pattern of sympathetic firing. 
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Alpha blocking, a phenomenon where the alpha rhythm is attenuated by attention to a visual, auditory, tactile or 
cognitive stimulus, is one of the most prominent features of human electroencephalography (EEG) signals. Here 
we demonstrate a method to infer the physiological mechanism that is likely responsible. We fit a neural population 
model to the eyes-open and eyes-closed EEG spectra from 82 subjects, each showing different degrees of alpha 
blocking. By jointly fitting the model to both eyes-open and eyes-closed states, and regularizing parameter 
differences between the two states, we were able to constrain the parameter uncertainties inherent to nonlinear 
model fitting. This revealed a surprisingly parsimonious explanation for the spectral changes between states and 
across subjects. Just a single parameter – the increase in excitatory input to the inhibitory population – is sufficient 
to explain the reduction in alpha rhythm upon opening of the eyes. By ordering the 82 subjects according to the 
degree of alpha blocking observed, we show how the magnitude of the increase in the excitatory input to the 
inhibitory population closely tracks the magnitude of the alpha blocking, with essentially no changes in the other 
parameters. We note that this universal trend is detected despite significant differences in the form of EEG spectra 
across subjects. 
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Neural field theory (NFT) is used to investigate the plasticity-driven evolution of the connectivity of stimuli to neuronal 
populations in the primary visual cortex (V1) and the resulting formation of ocular dominance columns (ODCs) in which 
either left or right eye stimuli dominate in their local connectivity. Stimuli from both eyes reach the excitatory (e) and the 
inhibitory (i) neuronal populations in V1, and are approximated here as white noise. Resulting synaptic plasticity causes 
strengths of connections to change on timescales much longer than those of neuronal activity. In NFT these changes are 
described in terms of the slow evolution of connectivity gains. Differing ranges of known spatial projections of excitatory 
and inhibitory neurons lead to competition between stimuli for available connectivity, breaking of spatial symmetry at a 
characteristic scale, and development of ODCs. The evolution of connectivity strengths is calculated in wavenumber (k) 
space. This yields the least stable mode, kc, which allows us to determine the width of ODC. The results accord with 
experiment and they are based directly on the observed multiple neuronal populations and their connections, and the neuronal 
activity they support, within a unified formalism. Furthermore, we show ODCs are not formed when input stimuli are fully 
correlated. This analysis forms the basis for the next stage of physiologically based modelling of effects such as strabismus 
(squint) on ODC formation, and formation of orientation preference columns in V1. 
 

 
 
 
Fig. 1. Evolution of normalized difference between connectivity strengths of neurons in V1 to the left and the right eye 
[ΔG(k; τ) = (GeR+GiR-GeL-GiL)/(GeR+GiR-GeL-GiL)τ=0]. The solid line is ΔG(kc; τ) and the dashed line is ΔG(0; τ). Input stimuli 
are uncorrelated cLL = cRR = 1 and cLR = cRL = 0. 
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Graph theory has been extensively applied to the topological mapping of complex networks, ranging from social 

networks[1] to biological systems[2]. Only recently, particularly with the commencement of the Human Connectome 

Project[3], has graph theory been applied to neuroscience as a method to explore the fundamental structural and 

functional components of human neural networks[4]. Here, we apply graph theory to a novel neuromorphic system, 

Atomic-Switch Nanowire (ASNs) networks, whose structure and function mimic that of human neural 

networks[5][6][7]. We explore the topology and associated functionality of ASN networks prior to and during electrical 

activation. We apply network cartographic approaches detailed by Watts and Strogatz[1] and by Guimera and 

Amaral[8], to compare our ASN networks with random networks, grid-like networks, the neural networks of C. 

Elegans[9], and artificial neural networks (ANNs). We show that ASN networks exhibit a small-world architecture 

that is more complex than C. Elegans, and significantly different from random and grid-like networks, as well as 

ANNs. Our findings suggest that the topology of ASN networks resembles biological neural networks, and is a 

determinant of the network’s dynamical response to electrical stimuli.  

 

[1] Wolfe, A. W. (1997). Social Network Analysis: Methods and Applications. American Ethnologist, 24(1), 219–220. 
https://doi.org/10.1525/ae.1997.24.1.219 

[2] Watts, D. J., & Strogatz, S. H. (1998). Collective dynamics of ‘small-world’ networks. Nature, 393(6684), 440–442. 
https://doi.org/10.1038/30918 

[3] Sporns, O., Tononi, G., & Kötter, R. (2005). The Human Connectome: A Structural Description of the Human Brain. PLoS 
Computational Biology, 1(4), e42. https://doi.org/10.1371/journal.pcbi.0010042 

[4] Bullmore, E., & Sporns, O. (2009). Complex brain networks: graph theoretical analysis of structural and functional systems. Nature 
Reviews. Neuroscience, 10(3), 186–198. https://doi.org/10.1038/nrn2575 

[5] Kuncic, Z., Marcus, I., Sanz-Leon, P., Higuchi, R., Shingaya, Y., Li, M., … Nakayama, T. (2018). Emergent brain-like complexity 
from nanowire atomic switch networks: Towards neuromorphic synthetic intelligence. In 2018 IEEE 18th International Conference on 
Nanotechnology (IEEE-NANO) (pp. 1–3). IEEE. https://doi.org/10.1109/NANO.2018.8626236  

[6] Diaz-Alvarez, A. Higuchi, R., Sanz-Leon, P., Marcus, I., Shingaya, Y., Stieg, A,… Nakayama, T. (2019). Emergent dynamics of 
neuromorphic nanowire networks. Manuscript submitted for publication.   

[7] Stieg, A. Z., Avizienis, A. V., Sillin, H. O., Martin-Olmos, C., Aono, M., & Gimzewski, J. K. (2012). Emergent Criticality in 
Complex Turing B-Type Atomic Switch Networks. Advanced Materials, 24(2), 286–293. https://doi.org/10.1002/adma.201103053 

[8] Guimerà, R., & Nunes Amaral, L. A. (2005). Functional cartography of complex metabolic networks. Nature, 433(7028), 895–900. 
https://doi.org/10.1038/nature03288 

[9] Achacoso, T. B., & Yamamoto, W. S. (1992). AY’s neuroanatomy of C. elegans for computation. CRC Press. 
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Modern 24-hour society and irregular work schedules put stress on our natural sleep-wake dynamics leading to 
disrupted and inadequate sleep, misalignment of circadian clocks, and reduced alertness. These lead to accidents 
and have numerous health implications, including increased risk of obesity, diabetes, and cancer. As such, a 
detailed, quantitative, understanding of sleep-wake dynamics and its impact on alertness and circadian rhythms 
would be invaluable. We have developed a biophysical model that captures the dynamics of the key neurobiological 
processes underlying the human sleep-wake cycle and the effects that these disruptions have on alertness. The model 
has been calibrated and validated against experimental in-laboratory studies and successfully predicts sleep 
propensity [1], cognitive performance and subjective sleepiness [2], and melatonin dynamics in response to changes 
in lighting and wake/work hours [3]. The real challenge, however, is to enable predictions under real-world 
shiftwork conditions, where physiological outputs are not only governed by endogenous processes and irregular 
work schedules but also by environmental factors and human choices.  

In this study we test how our biophysical model of arousal dynamics performs when tested against real-world data 
collected from a cohort of intensive-care-unit (ICU) nurses engaged in shiftwork (N=22). The data were collected 
over 2-3 weeks of daytime and night work. Participants wore wrist-borne activity and light monitors, completed 
daily sleep logs, and completed a battery of cognitive performance tests. Circadian phase was measured from urinary 
6-sulphatoxymelatonin rhythms over 48 hours during the daytime work block and at the end of the night work 
block. The model was evaluated in the context of six different constraint configurations having input of either (i) 
shift times only, (ii) shift times and commute to/from work, (iii) shift times and actiwatch light, (iv) shift, commute 
and light, (v) sleep times, and (vi) sleep times and light. We find that in all six constraint cases the model performs 
well in predicting distributions of sleep times (sleep-wake state overlaps range from 79 to 98%), mean circadian 
phase (mean error range -1.9 to 0.1 h), and subjective sleepiness on Karolinska Sleepiness Scale (error between 
0.33 and 1.1). Discrepancies between the data and the model were observed where sleep-wake dynamics were 
determined by behavioural choices rather than physiology and providing more information as an input led to a 
smaller prediction error. The evaluation constraint of shift+commute+light provided robust predictions across all 
measures while not requiring active input from the participant (e.g., no self-reported sleep data) and may therefore 
be more practical in future real-world applications.  

1. Postnova, S, Lockley, SW & Robinson, PA (2016), 'Sleep Propensity under Forced Desynchrony in a Model of Arousal State Dynamics', 
Journal of Biological Rhythms, vol. 31, no. 5, pp. 498—508. 

2. Postnova, S, Lockley, SW & Robinson, PA (2018), 'Prediction of Cognitive Performance and Subjective Sleepiness Using a Model of 
Arousal Dynamics', Journal of Biological Rhythms, vol. 33, no. 2, pp. 203—218. 

3. Abeysuriya, RG, Lockley, SW, Robinson, PA & Postnova, S (2018), 'A unified model of melatonin, 6-sulfatoxymelatonin, and sleep 
dynamics', Journal of Pineal Research, vol. 64, no. 4, pp. e12474. 
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The scoring guidelines developed by the American Academy of Sleep Medicine for sleep polysomnographic 
recordings consist of rules made for the human eye that lack precision and objectivity. Here, we aim to provide a 
novel approach to clustering sleep data that is independent from visual scoring conventions and instead 
implements unsupervised analysis techniques which identify patterns in unlabeled data. Our method clusters 
unlabeled sleep polysomnographic (PSG) data based on a diverse range of features selected by a generalised time-
series feature extraction tool, hctsa (highly comparative time-series analysis). We aimed to determine whether our 
unsupervised, data-driven approach could detect periods of lucid dreaming (during which sleepers become aware 
that they are dreaming). Although lucid dreaming is not reflected in current sleep scoring rules and was not 
distinguishable to trained human scorers based on EEG alone, our clustering approach was able to identify periods 
of lucid dreaming at a rate that was significantly above chance. These results suggest that our data-driven 
approach could fill a clear clinical need for more meaningful sleep classification by objectively detecting the 
electrophysiological activity associated with significant physiological and subjective changes during sleep. 
Overall, our method has the potential to address some of the limitations of existing visual sleep scoring 
methodology in order to develop a system that can be effectively tailored to a wide range of individuals, 
populations, and sleep states, better exploit rich physiological data to objectively reflect underlying states, and to 
consider changes in conscious experience during sleep.  
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Figure 1: Block diagram of the filter-the-pool model used in this study 
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Object recognition in scenes develops across a hierarchy of visual areas. Robust recognition requires fine 
selectivity for particular features of relevance and invariance to irrelevant features. Deep convolutional neural 
networks have achieved near-human levels of performance in object recognition by iteratively applying filters that 
select features, followed by pooling of their outputs to generate invariance. 
We applied a “filter-then-pool” model (Fig.1) to recordings from neurons in cat primary visual cortex (V1) to 
investigate visual feature selectivity and invariance in the brain. Many neurons pooled the outputs of multiple 
filters, resulting in selectivity for feature characteristics that were preserved across filters, and invariance to 
feature characteristics that differed across filters. We found cells corresponding to the well-known “energy 
model” of V1 complex cells that were invariant to spatial phase but selective to a combination of other feature 
characteristics. We also frequently found cells that showed only partial invariance to spatial phase, while 
exhibiting invariance to perturbations in peak orientation and spatial frequency, and orientation and spatial 
frequency bandwidth. This type of invariance has not been reported previously. For each of these feature 
characteristics, some cells were more selective for the characteristic and others that were more invariant.  
To quantify the “selective-to-invariant” spectrum we used a bandwidth measuring the range of a characteristic 
over which a cell responded equally allowing for modest changes in contrast (< 2×). Peak orientation had the 
greatest portion of selective cells, followed by peak spatial frequency and then spatial phase, the latter showing 
the greatest portion of invariance. The bandwidth measure also allowed us to quantify how much the nonlinear 
pooling operation contributed to invariance by comparing it to the bandwidth expected from a linear operation. 
This showed that spatial phase invariance benefited the most from nonlinear pooling over multiple features, with 
the bandwidth frequently greater than expected in the linear case, and sometimes reaching the maximum possible 
(360 deg). In contrast, orientation and spatial frequency had bandwidths that did not increase much with nonlinear 
pooling over that of linear pooling. 
Thus, in V1 there is a diversity of cells that combine selectivity for some feature characteristics with invariance to 
perturbations in others. This diversity encompasses a variety of feature characteristics beyond spatial phase.  
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The structure of the adult brain is the result of complex physical mechanisms acting through development. A well-
known example is the exponential distance rule which describes the exponential decay in connection probability 
with physical separation distance. Recent work has shown that spatial proximity also plays a strong role in gene-
expression gradients, with nearby areas exhibiting more similar gene-expression profiles than more distant areas in 
the head neurons of C. elegans [1], mouse brain areas [2], and regions of the human cortex [3]. As gene expression 
reflects the structural underpinning of functional specialization [4], characterizing its spatial embedding allows us 
to understand the physical constraints shaping the brain’s functional organization. While the exponential distance 
rule for connectivity has been well studied across species—it obeys allometric scaling with brain size [5]—we don’t 
know whether a similar relationship applies to the brain’s molecular gradients through development within a species. 

In this work we investigate the spatial embedding of transcriptional patterns of over 1800 genes across seven time 
points through mouse brain development [6], shown schematically in Fig. 1. Fitting an exponential relationship to 
correlated gene expression (CGE) at each developmental time point, allows us to estimate the spatial correlation 
length, l, as the characteristic spatial scale on which gene-expression gradients are embedded (Fig. 1C). We find 
that CGE is well described by an exponential across all time periods, and with a striking linear scaling of l with 
brain size, reflecting a new allometric scaling rule for gene expression. These empirical observations are reproduced 
using a simple physical growth model of spatially embedded transcriptional gradients, yielding new understanding 
of the key physical processes shaping brain development. 

 

 
Figure 1: Schematic of our approach. Across each developmental time point (A), we compute the correlated gene expression (CGE) for each 
pair of voxels (B) and analyse how transcriptional similarity is spatially embedded through an exponential fit of CGE as a function of physical 
separation distance (C). 

References: 
[1] Arnatkeviciūtė et al. (2018). PLoS Comp. Biol. 14, e1005989.        [2] Fulcher and Fornito (2016). PNAS 113, 1435. 
[3] Fornito et al. (2019). Trends Cog. Sci. 23, 34.                                 [4] Burt et al. (2018). Nat. Neurosci. 27, 889. 
[5] Noori et al. PLoS Biology 15, e2002612.                                         [6] Thompson et al. (2014). Neuron 83, 309. 
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Introduction: Electroencephalography (EEG) recordings have the potential to be interpreted by a brain-computer 
interface (BCI) to restore communication and control to people with severe motor disabilities. The popular common 
spatial patterns (CSP) algorithm is an effective method to overcome the poor spatial resolution of EEG and extract 
discriminatory features. Informed selection of CSP filters typically requires oversight from a BCI expert to accept 
or reject filters based on the neurophysiological plausibility of their time-invariant source patterns [1]. Participants 
can learn to adjust their brain activity patterns within a single session, so adapting the spatial filters may offer a 
solution to improve BCI performance [2]. However, the dependence on expert knowledge to select filters impedes 
the automatic application of this algorithm and, therefore, there is a need to develop a method to perform this task 
autonomously. 
 
Methods: Two offline datasets consisting of 52 (Dataset 1) and 10 (Dataset 2) participants performing left and right 
hand motor imagery were used to extract CSP source patterns [3, 4]. An unsupervised clustering technique was 
used to identify the most common patterns and to establish classes of prototypical spatial patterns. All extracted 
patterns were visualised and manually assigned to either an ‘established’ class or an ‘other’ class. A convolutional 
neural network (CNN) was trained on 80% of the patterns from Dataset 1. The remaining 20% of Dataset 1 and all 
of Dataset 2 were used to evaluate the performance of the CNN. 
 
Results: The nine types of prototypical spatial patterns are displayed topographically in Figure 1. The test accuracy 
across all participants for the CNN was 93% and 89% for Datasets 1 and 2, respectively. Cohen’s kappa coefficient 
was 0.83 and 0.77, respectively, with p<0.01. 
 

 
Figure 1. Nine classes of prototypical spatial patterns. Described as: a) left motor cortex, b) right motor cortex, c) frontal/left parietal, 
d) frontal/right parietal, e) central, f) left eye artifact, g) right eye artifact, h) left parietal artifact, i) right parietal artifact 

Discussion & Conclusion: The classes of spatial patterns consist of neurophysiologically plausible (a-e) and 
artifactual (f-i) sources. The results show that a small CNN trained with relatively few samples can classify 
topographical source patterns into a large number of classes with high accuracy. Although the performance on 
Dataset 2 was lower, the results show that this technique can generalise to new, unseen data generated under slightly 
different experimental conditions. The ability to distinguish between brain, artifactual and other source patterns 
means this classifier may be used to explore adaptive spatial filtering techniques that autonomously apply the CSP 
algorithm.  
 
[1] B. Blankertz, R. Tomioka, S. Lemm, M. Kawanabe, and K.-R. Muller (2008) Optimizing spatial filters for robust EEG single-trial 

analysis, IEEE Signal Processing Magazine, vol. 25, no. 1, pp. 41-56  
[2] C. Sannelli, C. Vidaurre, K.-R. Müller, and B. Blankertz (2019) A large scale screening study with a SMR-based BCI: Categorization of 

BCI users and differences in their SMR activity, PloS ONE, vol. 14, no. 1, pp. 1-37 
[3] H. Cho, M. Ahn, S. Ahn, M. Kwon, and S. C. Jun (2017) EEG datasets for motor imagery brain–computer interface, GigaScience, vol. 

6, no. 7, pp. 1-8 
[4] W. Yi, S. Qiu, K. Wang, H. Qi, L. Zhang, P. Zhou, F. He, and D. Ming (2014) Evaluation of EEG oscillatory patterns and cognitive 

process during simple and compound limb motor imagery, PloS ONE, vol. 9, no. 12, pp. 1-19 
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We study large scale networks of model neurons and their dynamical behaviour. Each network has numerous 
structural properties, which may or may not affect the overall dynamics of those neurons. Our current project 
focuses on the property called "assortativity", also known as "preferential attachment". Previous studies give reason 
to believe that it does have an effect[1]. 

Modelling a neuronal network at a relevant scale one is quickly faced with a rather large set of equations. A feasible 
approach is using the Theta Neuron model[2] and the Ott/Antonsen ansatz[3,4] to translate the system into a mean 
field theory, which subsequently can be reduced drastically. Further we worked on algorithms to introduce 
assortativity in the “adjacency matrix” and on how to utilise it in the mean field description.  

With this framwork we have been able to get first results showing to what extent assortativity matters. 
 
 

 
 
 
 
 
 
 
 
[1] Chandra et al. (2017), Modeling the network dynamics of pulse-coupled neurons, Chaos: An Interdisciplinary Journal of Nonlinear 

Science, vol. 27, p. 033102  
[2] G. B. Ermentrout and N. Kopell (1986), Parabolic bursting in an excitable system coupled with a slow oscillation, SIAM Journal on 

Applied Mathematics, vol. 46, no. 2, pp. 233–253 
[3] E. Ott and T. M. Antonsen (2008), Low dimensional behavior of large systems of globally coupled oscillators, Chaos: An Interdisciplinary 

Journal of Nonlinear Science, vol. 18, p. 037113 
[4] T. B. Luke, E. Barreto, and P. So (2013), Complete classification of the macroscopic behavior of a heterogeneous network of theta 

neurons, Neural computation, vol. 25, no. 12, pp. 3207–3234 
[5] D. Hao and C. Li (2011), The Dichotomy in Degree Correlation of Biological Networks, PloS one, vol. 6, no. 12, e28322  

Example networks with negative and positive assortativity. (Image taken from [5]) 

Page 36



COGNITIVE STATE ALTERS THE GRADIENT OF 
WHOLE-BRAIN INFORMATION FLOW 

Oliver M. Cliff1#, Mike Li1,2, Dennis Hernaus3, Lianne Scholtens2, Eli Muller2, Gabriel Wainstein2, Ben D. 
Fulcher4, Joseph T. Lizier1 and James M. Shine2 

1Complex Systems Research Group, University of Sydney 
2Brain and Mind Centre, University of Sydney 

3Maryland Psychiatric Research Centre, University of Maryland School of Medicine 
4Centre for Complex Systems, University of Sydney 

#oliver.cliff@sydney.edu.edu 
 
 
Cognition involves the dynamic adaptation of information processing resources as a function of task demands. To 
date, the neural mechanisms responsible for mediating this process remain poorly understood. In this study, we 
integrated cognitive neuroscience with information theory, network topology and neuropharmacology to advance 
our understanding of the fundamental computational processes that give rise to cognitive function in the human 
brain. In order to understand the affect of task load on neural processing, we obtained time series functional 
magnetic resonance imaging (fMRI) data by translating whole-brain blood oxygen level dependent signals from 
both the resting state and a cognitively-challenging N-back task from the Human Connectome Project (N = 457). 
We then compute the pairwise information transfer between all voxels using transfer entropy, a non-linear and 
model-free approach to connectivity analysis. By directly comparing this connection strength to the myelination 
gradient and the relative number of cells in distinct cortical layers, we were able to compare the direction of 
information flow during resting and task states. Our results show that cognitive task performance alters the whole-
brain information processing landscape in a low-dimensional manner: during rest, information flowed from 
granular to agranular cortices, whereas this pattern was reversed during the performance of the cognitive task. 
Together, our results provide a conceptual bridge between cognitive function and neural information processing. 
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Convolutional neural networks have had renewed success in recent years due to the higher computational power 
available and access to more data. Breakthroughs started with image classification on the ImageNet dataset [1] 
and then moved to tasks such as object detection, object tracking and image segmentation. While most of these 
neural networks would only process single images at a time, more recently have networks used optical flow inputs 
to help give context of motion [2]. Despite this, the ability for the networks to independently understand motion 
has not been well studied. We trained neural networks on a series of motion tasks to determine if they process 
motion analogously to the brain. We examined how the neural networks tuned their responses to speed and 
direction based on the training data. We compared the networks against human psychophysics experiments to 
observe the conditions under which the networks struggled to detect unique motion and how these conditions 
varied to humans. The networks and humans generally detected unique motion in the same scenarios.    

 
Figure 1 (A) Example of stimulus for detecting a dot moving with constant trajectory (signal dot) in Brownian noise (clutter 
dots). The signal dot moved with the same trajectory over the duration of the stimulus while the clutter dots chose a random 
direction every frame. Every dot moved with the same speed. The network was trained on the stimulus shown in A with 
varying dot densities and speeds. At test time, the network was shown two stimuli – where one video had a constant trajectory 
signal dot present and one where it was absent and it had to decide in which stimulus the signal dot was present. (B) 
Accuracy of choosing the video where the signal dot was present, as the speed and density increases. The ‘probability of 
mismatch’ represents the probability of nearest neighbours intruding on the path of the signal dot and causing a 
misdetection. It is dependent on the speed and density of dots and is represented by the equation 1 − 𝑒𝑒−(𝜋𝜋∗𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠2∗𝑠𝑠𝑠𝑠𝑑𝑑𝑠𝑠𝑑𝑑𝑑𝑑𝑑𝑑). 
Data was collected as the mean from 3 trails of 80 videos where each video was 9 frames in length. The human data was 
reproduced from experiments by Watamaniuk et al. who tested human subjects on a near identical experiment [3]. These 
results show that while an increase to the probability of mismatch decreased detection accuracy for the networks, it does not 
have the same linear effect as it does for humans.  

[1] A. Krizhevsky, I. Sutskever, and G. E. Hinton, (2012), “Imagenet classification with deep convolutional neural 
networks,” in Advances in neural information processing systems 

[2] A. Dave, P. Tokmakov, and D. Ramanan, (2019), “Towards Segmenting Everything That Moves,” arXiv:1902.03715 
[cs] 

[3] S. N. J. Watamaniuk, S. P. McKee, and N. M. Grzywacz, (1995), “Detecting a trajectory embedded in random-direction 
motion noise,” Vision Research 
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Observing, describing, understanding and controlling the relationship between the anatomical connectivity structure 
of brains, and the coordinated dynamics of neural tissues is the basis for many of the studies undertaken in 
neuroscience.  The varied challenges involved in this work have driven the development of an ever expanding array 
of experimental modalities, methods for time series and data analysis, descriptions and models of brain systems, 
theory to analyze and expand these models, and applications, for example in treating disease. The   rapid   rate   of   
expansion   in   neuroscience   has sprouted a proliferation of fragmented and isolated subfields. However, ultimately 
this fragmentation must be synthesized into a systematic, self-consistent description of brain structure and function. 
 
The linear system transfer function encompasses all relevant structural and dynamical information about a system 
for a given level of system description. Thus, the system transfer function is shown to be a quantity that can act as 
a conduit between experimental observations, clinical applications, time series and data analysis, models and system 
description and systematic analysis. The ability to relate all these aspects of neuroscience through the transfer 
function provides a clear picture of the usefulness of much existing knowledge applicable at the mesoscale and 
above. 
 
From this transfer function perspective, systematic approaches can be identified and contrasted with ad-hoc and 
phenomenological ones, highlighting areas where self-consistent, systematic relationships are lacking. An existing, 
but underappreciated and important step in relating brain function and structure is the recovery of the system transfer 
function from correlations of system activity using spectral factorization algorithms. The recovery of the transfer 
function from correlations is demonstrated on synthetic and EEG data. 
 
More generally, a greater focus on the system transfer function allows a wealth of existing ideas in neuroscience to 
be unified into a systematic description. Systematizing existing ideas will enable greater insight into data, motivate 
and generate new hypotheses and experimental tests, and strengthen the interaction of modelling and experimental 
studies in neuroscience. These benefits will increase the scope of neuroscience to identify and attack new problems. 
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Integrated information theory (IIT) gives quantitative predictions about the relationships between consciousness, 
its informational structure, and its neural basis. Specifically, based on the phenomenological analysis, IIT gives two 
predictions about the relationships between consciousness and its informational structure. One is that quality of 
consciousness (e.g. redness of red) correlates with “shape” of “Integrated Information Structure (IIS)” (so-called 
Maximally Integrated Conceptual Structure [1]). The other is that quantity of consciousness (e.g. awake vs. sleep) 
correlates with “system-level Integrated Information (system-level II)” (so-called big-phi [1]). In addition, IIT 
prescribes methods to estimate both IIS and system-level II based on our knowledge of the neural system. 
Previously, we made a first step towards the empirical testing of an IIT’s prediction on quality of consciousness by 
analysing human Electrocorticographic (ECoG) data derived from visual perception experiments [2]. Here, we 
resolved several issues in the study, specifically issues that are associated with the computation of IIS and system-
level II. In our preliminary analysis with the improved method, we tested the two IIT predictions on the neural data 
recorded from one patient, finding that IIS correlated with visual perception while system-level II did not. We plan 
to replicate this result using data obtained from other experiments. 
 
 
 
 
[1] Oizumi M, Albantakis L, and Tononi G (2014) From the Phenomenology to the Mechanisms of Consciousness: Integrated Information 

Theory 3.0, PLoS Comput Biol, vol. 10, no. 5, p. e1003588. doi:10.1371/journal.pcbi.1003588 
[2] Haun A.M, Oizumi M, Kovach C.K, Kawasaki H, Oya H, Howard M.A, Adolphs R, Tsuchiya N (2017) Conscious Perception as 

Integrated Information Patterns in Human Electrocorticography, eNeuro, vol. 4, no. 5. doi:10.1523/ENEURO.0085-17.2017 
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Connectivity within the brain provides the paths along which it processes information. Numerous studies have been 
conducted using graph theoretic measures to understand the properties of both its structural and functional networks1. 
These show a high level of small-worldness2, modularity3 and centrality1 compared with random graphs. 
Explanations for the effectiveness of these topological characteristics include increased adaptability and robustness, 
with decreased wiring cost3.  Differences in these measures also allow healthy brains to be distinguished from those 
with disorders such as Alzheimers2. 
 
These graph theoretical measures can also be used on artificial neural networks (ANN), with the advantage of being 
able track how they change as the ANN is trained to perform particular tasks. For a simple multi-layer ANN, the 
untrained network is fully connected between each layer and initialised with random weights, giving it an essentially 
random topology. As the network is trained, however, the topology changes. 
 
As training epochs progressed, we found an increase in modularity, mean participation and and communicability. 
Some measures scale relatively linearly with an increase in the accuracy of the network. Modularity, however, does 
not always increase monotonically. The change depends on which layer of the ANN is observed and where this 
layer sits within the overall structure. Early layers see a rapid increase in the modularity during the initial epochs of 
training, followed by a slow decline down to a steady value. Later layers, however, only sees a smooth increase and 
reaches a larger final value. The decline in modularity in the early layers may be related to ideas of information 
bottleneck3, and allow for the network to better generalise to unseen examples as training proceeds. 
 
In addition to observing the training progress, we can also affect the speed of training by modulating the slope of 
the non linearity (sigmoid function) in each unit – effectively changing the gain within the network5. Changing this 
parameter at a global level has a similar effect to changes in the learning rate, and there is a trade off between speed 
of the training and the optimality of the final solution. 
 
 
 
 
 
 
[1] Rubinov, M., & Sporns, O. (2010). Complex network measures of brain connectivity: uses and 

interpretations. Neuroimage, 52(3), 1059-1069. 
[2] Hallquist, M. N., & Hillary, F. G. (2018). Graph theory approaches to functional network organization in brain 

disorders: A critique for a brave new small-world. Network Neuroscience, 3(1), 1-26. 
[3] Sporns, O., & Betzel, R. F. (2016). Modular brain networks. Annual review of psychology, 67, 613-640. 
[4] Tishby, N., & Zaslavsky, N. (2015, April). Deep learning and the information bottleneck principle. In 2015 IEEE 

Information Theory Workshop (ITW) (pp. 1-5). IEEE. 
[5] Shine, J. M., Aburn, M. J., Breakspear, M., & Poldrack, R. A. (2018). The modulation of neural gain facilitates a 

transition between functional segregation and integration in the brain. Elife, 7, e31130. 
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Recent experimental studies have demonstrated that neural circuits exhibit a diverse repertoire of behavioural 
regimes - ranging from highly correlated to asynchronous states and often hovering over the critical transition 
between these states. However, the circuit mechanisms underlying the emergence of this critical transition, which 
is hypothesised as a working regime for the brain, remain unclear. In this study, we investigate a biophysically 
realistic circuit model of spiking neurons, which exhibits a rich repertoire of dynamical activity states, ranging from 
asynchronous to localised and global propagating wave states. We find that around the critical transition between 
asynchronous and localised propagating wave states, our circuit model exhibits neural avalanches that can be 
characterised by a set of scaling relations of their size and duration distributions at an intermediate value of spiking 
variability, consistent with recent empirical observations. This critical transition and its neighbouring cortical states 
are further analysed and distinguished by applying adapted Renormalisation Group (RG) methods. We find power-
law dependences of several static and dynamic quantities on the coarse-graining scale. 
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In the primary visual cortex (V1), neurons with similar orientation preference (OP) are preferentially linked by
patchy  lateral  connections  [3].  Furthermore,  these  patchy  connections  are  concentrated  toward  an  axis  that
corresponds to the OP of the neurons involved, and thus are strongly anisotropic [1]. Experiments [2][4] have
shown  that  V1  neurons  with  similar  feature  preference  exhibit  synchronized  gamma  band  (30  --  70  Hz)
oscillations  when  the  stimulus  is  optimal,  and  it  has  also  been  showed  that  the  corresponding  two-point
correlation functions of multi-unit activities (MUA) or local field potentials (LFP) commonly have peaks at zero
time-lag. we use neural field theory (NFT) with patchy propagator to quantitatively analyze the two-dimensional
spatiotemporal correlation properties of gamma-band oscillations evoked by stimuli arriving at V1, and relates the
spatially  distributed  neural  responses  to  the  periodic  spatial  structure  of  OP  map  in  V1.  We  produced  2D
correlation maps (Fig. 1), which showed that the positive correlations appear as patches on an axis oriented at the
OP of the source, and negative correlations occur where the OPs of the measurement sites are nearly orthogonal to
the OP of the source. Moreover, our predictions reproduce a range of published experimental results, including
the existence of two-point oscillatory temporal cross-correlations with zero time-lag between neurons with similar
OP, the influence of spatial separation of neurons on the strength of the correlations, and the effects of differing
stimulus orientations.. 

                                                           Figure 1.  Normalized correlation map with two input points. 

[1] Bosking,  W.  H.,  Zhang,  Y.,  Schofield,  B.,  and  Fitzpatrick,  D.  (1997).  Orientation  selectivity  and  the  arrangement  of  horizontal
connections in tree shrew striate cortex, J Neurosci, vol. 17, no. 6, pp.2112–2127.

[2] Engel,  A. K., Konig,  P.,  Gray, C.  M.,  and Singer, W. (1990). Stimulus-dependent neuronal oscillations in cat visual cortex:inter-
columnar interaction as determined by cross-correlation analysis, Eur J Neurosci, vol. 2, pp. 588–606.

[3] Rockland, K. and Lund, J. (1982). Widespread periodic intrinsic connections in the tree shrew visual cortex,  Science, vol. 215, no.
4539, pp. 1532–1534.

[4] Singer, W. and Gray, C. M. (1995). Visual feature integration and the temporal correlation hypothesis,  Annu Rev Neurosci, vol. 18,
no.1, pp. 555–586
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Neural oscillations emerging from cortical circuits exhibit oscillatory bands covering frequencies from a few tenths 
to hundreds Hz. These oscillations have been widely observed in cortex, but their spatial and temporal organisation 
properties remain unclear. In this study, we adapt concepts and methods from turbulence physics to analyse neural 
oscillations in local field potential (LFP) activity recorded from the extrastriate visual cortex of marmosets. We find 
that rather than being sustained, regular oscillations, neural oscillations at all frequency bands exhibit intermittent, 
bursting properties with varying peak frequencies, and that these bursts are organised as spatially localized, 
propagating patterns. We further demonstrate that the higher the frequency bands, the smaller the averaged size of 
the propagating pat- terns, and find that the averaged sizes of these patterns scale as a power function of their 
frequencies with an exponent of -0.3. Such a scaling behaviour of the propagating patterns is invariant across 
different recordings. In addition, we find that there exist rich interactions of these propagating patterns across 
temporal scales. 
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Knowledge of electrical properties of neural tissue, such as conductivity, is important in various applications such 
as therapeutic electrical stimulation of the nervous system and electrical impedance tomography. It is also 
essential for the interpretation of intrinsic electrical signals in neuroscience such as single and multiunit activity, 
the local field potential and electroencephalogram. 
It is usually assumed that neural tissue can be described by a locally homogeneous conductivity that captures the 
bulk properties of heterogeneous cellular microstructure. However, the cellular structure of tissue creates a 
complex partition of intra- and extra-cellular spaces that are separated by a high impedance membrane. These 
microstructure inhomogeneities lead to complicated current paths through the tissue, invalidating assumptions that 
allow a description based on a simple conductivity. 
Starting from the underlying heterogeneous microstructure of neural tissue we use a mean-field theory to derive 
the tissue’s bulk electrical properties in the form of the admittivity, which generalized the usual conductivity. A 
novel aspect of the admittivity is that it has both spatial and temporal spectral frequency dependence. New 
expressions are given for the admittivity of several tissue types including isotropic tissues with fibers oriented 
randomly in all (three-dimensional) directions and laminar tissues types with fibers oriented randomly within 
planes that are stacked upon each other. 
The spatio-temporal spectral frequency dependence of the tissue admittivity leads to non-trivial spatiotemporal 
electrical filtering properties of neural tissue, which we illustrate here. First, we show how a variation in a 
temporal parameter, namely applied pulse-width, can affect a spatial property like the profile of the extracellular 
potential. Second, we showed that, for tissue with a homogeneous structural anisotropy, variation in a spatial 
variable, namely distance from the electrode, can nonetheless affect the degree of electrical anisotropy. 
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A key feature of the human brain is its ability to adapt to a diverse range of tasks and environmental stimuli. In 
order to facilitate this level of flexibility, the brain has been shown to strike a balance between network-level 
segregation and integration. How the brain is able to shift between these operational modes, and what physical 
mechanisms underpin the presence of these states, remains an open question. A potential solution to this mystery 
may lie in a unique aspect of neurobiology, which is that numerous brain systems contain both targeted and diffuse 
synaptic connections. In this manuscript, we demonstrate that increasing diffuse cortical coupling within a 
validated biophysical corticothalamic model traverses the system through a regime in which spatial heterogeneities 
in input noise support transient critical dynamics in distributed sub-regions. We introduce a novel measure of these 
quasi-critical states – the distribution of distances to a local bifurcation point across the network – and show this 
term bounds a zone that supports a broadened range of dynamics. We further demonstrate that the presence of 
quasi-critical states coincides with known signatures of complex, adaptive brain dynamics: susceptibility, 
communicability, flexibility and low-dimensionality. Finally, we demonstrate the presence of similar dynamic 
signatures in empirical whole brain human neuroimaging data. Together, our results establish that the modulation 
of the balance between local and diffuse synaptic coupling in a thalamocortical network model subtends the 
emergence of quasi-critical brain states that may have been exploited by the brain in order to flexibly transition 
between unique modes of information processing. 
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Efficient cognitive function requires the brain to be able to synthesise feed-forward drive and feed-back 
modulation dynamically, and then accurately convey this synthesised information against the noise of its ongoing 
activity. A unique and often overlooked property of mature Layer V pyramidal cells in the cerebral cortex is their 
ability to synthesise these separate streams of information [1]. These cells receive distinct channels of inputs into 
their apical and basal dendrites, and they have been shown to use the apical input to modulate basal driven spiking 
response modes [2]. This phenomenon is known as ‘apical amplification’ [3], and it is integral to cognitive 
function [4], as evidenced by its absence under anaesthesia [5] and marked increase with arousal [6]. However, 
how this mechanism relates to macroscopic whole-brain functional modes remains poorly understood. At 
baseline, the apical tuft is electrically separated from the basal dendrites and unable to generate action potentials 
in the soma. When the apical and basal dendrites are simultaneously stimulated, a layer V pyramidal cell may 
shift its response from a regular-spiking to a burst-spiking mode [2]. Input onto basal dendrites is feed-forward, 
from segregated, ‘core’ cells of the thalamus and intra-telencephalic projections from pyramidal cells in lower 
layers of the cerebral cortex. In contrast, input onto apical dendrites consists of integrated and diffuse feed-back 
from higher cortical regions and non-specific, ‘matrix’ cells of the thalamus [7]. Furthermore, the threshold to 
transition from regular spiking to burst spiking is mediated by an HCN [8] channel on the apical dendrite, which 
can be raised and lowered via adrenergic and cholinergic neurotransmitters, respectively. In this project, we 
reproduce and explore the fundamental features within this circuit using parameterised quadratic integrate-and-
fire neurons (Izhikevich neurons; [9]). Our approach combines the biological plausibility of Hodgkin-Huxley-type 
dynamics with substantial computational efficiency. This allows us to explore the role of diffuse matrix input, 
core input, and neuromodulatory effects on the HCN channel, in constraining whole brain function. From the 
resulting spiking dynamics, we identify various regimes of the system that facilitate known signatures of complex, 
adaptative brain dynamics. These differing regimes are likely utilised by the brain as it responds to stimuli 
shifting context-driven attention during the conscious state to efficiently mediate adaptive cognitive behaviour. 
 
[1] Shine, J. M (2019), Neuromodulatory Influences on Integration and Segregation in the Brain. Trends in Cognitive Sciences, vol. 23, no. 

7, pp. 572-583 
[2]  Larkum M. E, Senn W, & Lüscher, H. R (2004), Top-down dendritic input increases the gain of layer 5 pyramidal neurons. Cerebral 

Cortex, vol. 14, no. 10, pp. 1059-1070 
[3] Larkum M. E (2013) A cellular mechanism for cortical associations: an organizing principle for the cerebral cortex, Trends in 

Neurosciences, vol. 36, no. 3, pp. 141-151   
[4] Destexhe A., Rudolph M, & Paré D (2003), The high-conductance state of neocortical neurons in vivo. Nature Reviews Neuroscience, 

vol. 4, no. 9, pp. 739 
[5] Phillips W. A, Bachmann T, & Storm J. F. (2018), Apical function in neocortical pyramidal cells: A common pathway by which general 

anesthetics can affect mental state. Frontiers in Neural Circuits, vol. 12 pp. 50   
[6] Phillips W. A, Larkum M. E, Harley C. W, & Silverstein S. M (2016), The effects of arousal on apical amplification and conscious state. 

Neuroscience of consciousness, vol. 2016, no. 1 niw015  
[7] Jones, E. G (2001), The thalamic matrix and thalamocortical synchrony. Trends in Neurosciences, vol. 24, no. 10, pp. 595-601  
[8] Biel M, Wahl-Schott C, Michalakis S, & Zong X (2009), Hyperpolarization-activated cation channels: from genes to function. 

Physiological Reviews, vol. 89, no. 3, pp. 847-885 
[9] Izhikevich E. M (2003), Simple model of spiking neurons, IEEE Transactions on Neural Networks, vol. 14, no. 6, pp. 1569-1572 
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Propagating waves with complex dynamics have been widely observed in neural population activity. To 
understand their formation mechanisms, we investigate a type of two-dimensional neural field model by 
systematically varying its recurrent excitatory and inhibitory inputs. We show that the neural field model exhibits 
a rich repertoire of dynamical activity states when the relevant strength of excitation and inhibition is increased, 
ranging from localized rotating and traveling waves to global waves. Particularly, near the transition between 
stable states of rotating and traveling waves, the model exhibits a bistable state; that is, both the rotating and the 
traveling waves can exist, and the inclusion of noise can induce spontaneous transitions between them. 
Furthermore, we demonstrate that when there are multiple propagating waves, they exhibit rich collective 
propagation dynamics with variable propagating speeds and trajectories. We use techniques from time series 
analysis such detrended fluctuation analysis to characterize the effect of the strength of excitation and inhibition 
on these collective dynamics, which range from purely random motion to motion with long-range spatiotemporal 
correlations. These results provide insights into the possible contribution of excitation and inhibition toward a 
range of previously observed spatiotemporal wave phenomena. 
 
 
 
 
 
 
[1] Naoumenko, D., and Gong, P. (2019) Complex Dynamics of Propagating Waves in a Two-Dimensional Neural Field, Frontiers in 

Computational Neuroscience, vol. 13, p. 50 

Page 48



NON-LINEAR ADAPTATION IN EARLY VISUAL 
PROCESSING MAY SUPPORT COMPETITIVE SELECTION 

BETWEEN VISIBLE SMALL MOVING TARGETS IN 
NATURAL CONDITIONS 

John V James1,2, Benjamin S Cazzolato1, Steven Grainger1, David C O’Carroll3 and Steven D Wiederman2 

1 School of Mechanical Engineering, University of Adelaide, Australia 
2 Adelaide Medical School, University of Adelaide, Australia 

3Department of Biology, Lund University, Sweden 
steven.wiederman@adelaide.edu.au  

 

In several species of flying insects, neurons have been identified which selectively and robustly respond to small 
moving targets in natural scenes [1,2]. These small target motion detector (STMD) neurons may play a role in 
pursuits of prey and conspecifics. Visually guided aerial pursuits in natural scenes present challenges for target 
discrimination due to both the complex environment, containing diverse spatial features which may be mistaken for 
small targets, as well as apparent movement of the environment due to ego-motion. Wind and turbulence are 
examples of environmental conditions which may cause stochastic variations in the position or heading of a flying 
insect, resulting in unpredictable wide-field motion. 
Some STMD neurons in dragonflies have demonstrated selective attention whereby the neuron’s response to 
multiple visible targets strongly matches the response to only one of the targets [3]. The mechanisms behind 
selective attention are not understood, but one possible explanation for the phenomenon is a competitive selection 
between targets [4]. Although it is easy to identify potential advantages of focussing on a single target at a time, 
this nevertheless involves discarding potentially useful information from the visual scene. Moreover, if only one 
target signature out of many candidates will be selected, it is important to choose the right one; that is, the signature 
generated by a real moving target as opposed to a moving part of the background. One may speculate that the 
neuronal machinery underlying target detection has been tuned by evolution to support this selection behaviour.  
Elementary small motion detectors (ESTMDs) have been proposed as hypothetical processing units which subserve 
the characteristic selective responses of STMD neurons [5]. Responses of STMD neurons could be explained by 
integration of many ESTMDs. The ESTMD model includes a separation of input signals into ON and OFF, 
representing luminance increments and decrements respectively. These separated signals are then inhibited via a 
non-linear adaptation mechanism reflecting physiologically observed adaptation in the blowfly lamina and medulla 
[5,6]. We carried out computer simulations of the responses of an array of ESTMD units to targets moving through 
natural scenes. Ours simulations featured a wide variety of natural imagery and patterns of background motion. We 
found that the amount of mutual information between the position of a target in the visual field and the output of an 
array of ESTMDs was improved by the non-linear adaptation mechanism during repetitive background motion. 
When comparing non-linear adaptation to other simple mechanisms which could perform a similar role, we found 
that the non-linear adaptation mechanism had a greater advantage over the tested alternatives if only the maximum 
ESTMD output at a point in time was available for inferring the target position. These results suggest that non-
linear adaptation on separated ON and OFF channels support effective target localisation in a context where 
competitive selection between ESTMD outputs occurs in higher-order neurons. 
 
[1] O’Carroll, DC 1993, ‘Feature-detecting neurons in dragonflies’, Nature, vol. 362, pp. 541-543. 
[2] Nordström, K, Barnett, PD & O’Carroll, DC 2006, ‘Insect detection of small targets moving in visual clutter’, PLoS Biology, vol. 4, no. 3, pp. 378-386. 
[3] Wiederman, SD & O'Carroll, DC 2013, 'Selective Attention in an Insect Visual Neuron', Current Biology, vol. 23, pp. 156-161. 
[4] Shoemaker, PA, Wiederman, SD & O'Carroll, DC 2013, 'Can a Competitive Neural Network Explain Selective Attention in Insect Target Tracking 
Neurons?', 6th Annual International IEEE EMBS Conference on Neural Engineering, San Diego, California, 6-8 November 2013. 
[5] Wiederman, SD, Shoemaker, PA & O’Carroll, DC 2008, ‘A model for the detection of moving targets in visual clutter inspired by insect physiology’, PLoS 
One, vol. 3, no. 7, pp. 1-11. 
[6] Jansonius, NM & van Hateren, JH 1991, 'Fast temporal adaptation of on-off units in the first optic chiasm of the blowfly', Journal of Comparative 

Physiology A, vol. 168, pp. 631-637. 

Page 49



CATEGORICAL AND INVARIANT VISUAL 
OBJECT CAPABILITIES OF THE SUPERIOR 

COLLICULUS – A THREAT DETECTION 
CENTRE OF THE BRAIN. 

Redmond WJ1#, Goodchild A1, McMullan SM1. 
1Department of Biomedical Sciences, Faculty of Medicine and Health Sciences, Macquarie University, North Ryde, NSW, 

Australia. 
#william.redmond@mq.edu.au 

 
The superior colliculus (SC) is a sensory integration hub in the dorsal brainstem where multimodal information 
is combined and, depending on the saliency of the competing sensory inputs, appropriate motor commands 
and supportive autonomic changes initiated. In rodents, the SC is indispensable for initiating behavioural 
responses to stereotypical visual stimuli that resemble approaching objects, such as looming (an expanding 
overhead black circle)1. In pilot experiments, we found that presentation of overhead looming stimuli drove 
acute surges in blood pressure in telemetered conscious rats. Surprisingly, equivalent autonomic responses 
could be driven by more complex visual stimuli (e.g. snakes) but not by control stimulations. We hypothesized 
that the encoding capabilities of the SC might extend beyond detection of stereotypical approach 
conventionally attributed to the region, and that complex naturalistic shapes could be detected by SC circuits 
based on a saliency-map of behaviourally relevant cues important for survival (from appetitive to threatening). 
To investigate this idea, we made extracellular single-unit recordings from a population of SC neurons (over 
800 visually responsive neurons recorded so far) in anaesthetised rats and used machine-learning based 
approaches to decode the visual cues presented, clustering stimuli according to the similarity of population 
responses. We report categorical and invariant visual object capabilities of SC microcircuits that differ by 
subregion and are several orders of magnitude more complex than previously recognised. Furthermore, the 
addition of granular noise caused a progressive, level-dependant attenuation of these responses. Our data 
suggest that the SC is capable of nuanced object recognition, suggesting 
mechanisms through which complex visual cues can initiate defence 
manoeuvres. 
 

 
 
[1] Yilmaz, M & Meister, M (2013) Rapid innate defensive responses of mice to looming visual stimuli. Curr. Biol. 23, 2011–5  

(A) Dissimilarity matrix and 3d 
scatter plot of response profiles to 
videos in sub-regions of the SC. 
Shallow neural network classifiers 
were trained on the dSC data. (B) 
Dataset was divided in two 
classes (noisy/noiseless) and a 
whole set of stimulations was kept 
out of training. (C) Internal 
testing of the training phase 
achieved 85% accuracy. Bottom: 
The algorithm achieved 84% 
accuracy when deployed on the 
180 stimulations from video set 
kept out of training. (note: 
perstimulus time histogram 
(PSTH) from single stimulations 
of all responsive cells were used, 
no averaging/normalising, 
showing potential for real-time 
detection. 
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Transfer entropy (TE) [1] is a measure of the flow of information between components in a system. It is defined 
as the mutual information between the past of a source and the present state of a target, conditioned on the past 
of the target. It has received widespread application in neuroscience [2, 3], both for characterizing information 
flows as well as inferring effective connectivity from data sources such as MEG, EEG, fMRI and electrode 
arrays. Previous applications of TE to spike trains have relied on time discretization, where the spike train is 
divided into time bins and the TE is estimated from the numbers of spikes occurring in each bin. There are, 
however, several disadvantages to estimating TE from time-discretized data [4]. First and foremost, as time 
discretization is a lossy transformation of the data, it will result in an underestimate of the TE. Thus, any 
estimator based on time discretization is not consistent. Secondly, whilst the loss of resolution of the 
discretization will decrease with decreasing bin size, this requires larger dimensionality of the history 
embeddings to capture correlations over similar time intervals, resulting in an exponential increase in the state 
space size being sampled and therefore the data requirements. This increase in the data requirements renders 
the estimation problem intractable for the typical dataset sizes present in neuroscience.   

Recently, a continuous-time framework [4] for transfer entropy was developed. This framework has a distinct 
advantage in that it demonstrates that, for spike trains, the TE can be calculated solely from contributions 
occurring at spikes. This presentation reports on a newly developed continuous-time estimator for transfer 
entropy for spike trains which utilizes this framework. Importantly, this new estimator is a consistent estimator 
of the TE. As it does not require time discretization, it calculates the TE based on the raw interspike interval 
timings of the source and target neurons. Similar to the popular KSG estimator [5] for mutual information and 
TE, it performs estimation using the statistics of K-nearest-neighbour searches in the target and source history 
spaces. Tests on synthetic datasets of coupled and uncoupled point processes have confirmed that the estimator 
is consistent. Similar tests of the time-discretized estimator have found it to not be consistent, have a 
substantially higher variance and require longer spike trains to differentiate coupled from uncoupled processes. 
The results of further experiments will also be discussed.   

 

[1] Schreiber, T. (2000). Measuring information transfer. Physical review letters, 85(2), 461. 
[2] Vicente, R., Wibral, M., Lindner, M., & Pipa, G. (2011). Transfer entropy—a model-free measure of effective connectivity 

for the neurosciences. Journal of computational neuroscience, 30(1), 45-67. 
[3] Wibral, M., Vicente, R., & Lizier, J. T. (Eds.). (2014). Directed information measures in neuroscience (pp. 3-36). Berlin: 

Springer. 
[4] Spinney, R. E., Prokopenko, M., & Lizier, J. T. (2017). Transfer entropy in continuous time, with applications to jump and 

neural spiking processes. Physical Review E, 95(3), 032319. 
[5] Kraskov, A., Stögbauer, H., & Grassberger, P. (2004). Estimating mutual information. Physical review E, 69(6), 066138. 
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Blue light directly increases alertness during exposure and also shifts the circadian phase. Prediction of alertness 
and circadian phase would prove highly useful under shiftwork and jetlag conditions where reduced alertness and 
phase shifts in the circadian clock increases the risk of accidents and diseases respectively. Modelling is an essential 
tool to predict and optimize the effects of external cues on the sleep-wake cycle. So far, however, no model has 
accounted for the effects of light wavelength on the direct alerting effect of light and circadian phase. Here a recent 
biophysical model of arousal dynamics is extended to incorporate the effect of melanopsin; a photopigment 
expressed in photoreceptors in retina, responsible for short wavelength dependent behavior of non-image forming 
processes. 

 
 The model of arousal dynamics simulates the switch between the sleep- and wake-active neuronal populations 
under the effects of the homeostatic and circadian drives. The model has been successful in prediction of subjective 
alertness and objective performance under acute sleep deprivation and forced desynchrony in dim light conditions. 
It is known that short wavelength light dependency in non-image forming processes is due to the contribution of 
melanopsin which is expressed in intrinsically photosensitive retinal ganglion cells (ipRGCs) or melanopsin-
containing cells. These cells are mostly sensitive to short wavelength light (lmax 480 nm) and project directly to 
suprachiasmatic nucleus (SCN) and other brain regions. Here, the melanopic irradiance of light is introduced as the 
key input to the SCN to replace the photopic illuminance that was used previously. A new melanopic-dependent, 
term is added to the homeostatic weight component of subjective sleepiness to account the direct alerting effect of 
light mediated by melanopsin. The revised model is then tested and calibrated against experimental data with 
different light conditions. 
 
 The revised model’s predictions are compared to 15 experimental data sets, including experiments on direct 
alerting effects of light and effects of light on circadian phase. Compared to older model version, the prediction of 
circadian phase and subjective sleepiness improved significantly, especially for the monochromatic blue and blue-
enriched white light sources. The revised model accounts for any light source using their spectral power distribution 
and calculating melanopic irradiance as the light input to the model. However, in predicting effects of 
monochromatic green light, the prediction error is larger than that for blue light, indicating that the contributions of 
other photoreceptors may need to be considered. 
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Extracellular spike waveforms from recordings in the visual cortex have been classified into either regular spiking 
(RS) or fast spiking (FS) units, which are often associated with excitatory and inhibitory neurons, respectively. 
While both these types of spikes have waveforms with negative first phases, we show that there are also distinct 
classes with positive first phases, which are not regularly reported. The spatial receptive fields (RFs) of these 
different spike waveform types were estimated and we found that each spike type had distinctly different RF 
structures.  
837 single units (SUs) in the cat visual cortex were classified into five categories by the shape of their spike 
waveforms: RS units (52%, 432/837) which are biphasic, have a dominant negative peak, and a slow declining 
slope at the end of the waveform; FS units (22%, 185/837) which are biphasic, have a dominant negative peak, 
and a fast declining slope at the end of the waveform; triphasic spiking units (TS, 9%, 74/837) which have a 
positive first peak that is >10% of the negative peak, followed by a large negative peak and then a smaller positive 
peak; compound spiking units (CS, 3%, 27/837) which are also triphasic but with a significantly longer 
waveform; and positive spiking units (PS, 14%, 118/837) which have a positive peak greater than the negative 
peak.  
Of these 837 SUs, 231 had their spatial RFs estimated as the spatial filters in a general non-linear model of 
response to white-Gaussian noise (WGN) and classified as either oriented and Gabor-like (orientation bandwidth 
< 90°) or non-oriented and blob-like (orientation bandwidth > 110°). RS and FS units had mostly oriented RFs 
(95%, 68/72; 99%, 71/72, respectively), while TS, CS and PS units had mostly non-oriented RFs (56%, 14/25; 
75%, 6/8; 78%, 28/36, respectively). These non-oriented RFs are very similar to the centre-surround RFs reported 
in the lateral geniculate nucleus. We calculated several response properties that are statistically distinguishable 
between cortical and thalamic neural populations: spike-rate, burstiness, and response latency. On average, PS 
units had significantly higher spike-rate (t-test, p < 0.05), significantly higher proportion of burst spikes (p < 
0.001), and significantly shorter response latency (p < 0.05) to RS and FS units.  
To further investigate the origin of the spikes, we recorded from the visual cortex before and after silencing it with 
the GABA agonist muscimol. None of the RS, FS and CS units remained after cortical silencing (0/39; 0/5; 0/1, 
respectively), while few TS units remained (25%, 2/8) and the majority of PS units remained (60%, 3/5). 
Thus, our results suggest that PS units, which have mostly non-oriented RFs, thalamic-like response properties 
and remain after cortical silencing, correspond to recordings from thalamic axons projecting to the visual cortex. 
RS and FS units correspond to cortical neurons, which have mostly oriented RFs and do not remain after cortical 
silencing. This would allow cortically implanted electrodes to record activity from thalamus and cortex 
simultaneously. 
 
 

 
Figure 1: Spike waveform classification: mean waveforms are shown for the five different categories used in this 
study (left to right): regular spiking, fast spiking, triphasic spiking, compound spiking and positive spiking 
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Retinal prostheses can restore visual sensations in people that have lost their photoreceptors by electrically 
stimulating surviving retinal ganglion cells (RGCs). The quality of visual perception depends strongly on being 
able to confine each electrodes activation pattern. For epi-retinal implants where electrodes are placed adjacent to 
RGCs, the spread of activation is large, partly due to the unintended activation of passing axon bundles.  
 
First, we use simulations of electrical excitation of the retina to show that the activation of axon bundles can be 
minimized either by using long electrodes oriented parallel to theses axons or with simultaneous stimulation of 
multiple electrodes that are aligned with the axons [1]. The mechanism underlying the minimal activation of axon 
bundles depends of the first spatial derivative of the extracellular electric field in the direction of the axon. Stimulation 
with long electrodes parallel to theses axons minimizes this first spatial derivative.  

Second, we use calcium imaging of ex vivo retina to show that rectangular electrodes oriented parallel to the axons 
can prevent the activation of axon bundles, as predicted through simulation. When using biphasic stimulation as 
short as 33 µs, the activated RGCs were mostly confined to the region below or very close-to the electrode, as 
observed using confocal microscopy.  
 
These results suggest that it should be possible to greatly improve the performance of future retinal prostheses. 
 
 [1] T. B. Esler, R. R. Kerr, B. Tahayori, D. B. Grayden, H. Meffin, and A. N. Burkitt, “Minimizing activation of overlying axons with 
epiretinal stimulation: The role of fiber orientation and electrode configuration,” PloS one, vol. 13, no. 3, pp. e0193598, 2018.  
 
 

Figure 1: Calcium imaging of ex vivo retina. (A) Calcium indicator fluorescence (green) in 
relation to the electrode (red line) and axon orientation. (B) Activation (blue) of  RGCs is 
localised to the region around the electrode when the electrode is aligned with the axon 
orientation. (C) However, activation extends to cell bodies  in the direction of passing axons 
when the stimulation electrode is perpendicular to these axons.  
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Brain lesions are represented by a broad variety of pathologies that all produce structural brain changes. Their most broad classifications would include 
structural abnormalities whose causes include but are not limited to stroke, tumor, brain insult/injury, autoimmune disease (such as multiple sclerosis), 
radiologically and surgically induced lesions. Brain lesions have long been associated with a variety of pathologies. Epilepsy is seen to occur in a significant 
portion of patients who have suffered brain lesions, including up to a 10% occurrence for stroke patients.  
 
The EEG has been an important diagnostic and monitoring tool for epilepsy. Acute epileptic seizures show clear presentation as abnormalities in the EEG, and 
libraries of these exist for comparative diagnosis. 
 
A variety of modelling approaches exist to simulate the genesis of EEG signals. One of these approaches is the mean field approach, focusing on the large-
scale electro-dynamics of cortex or the brain as a whole. A well-known mean field model is the Liley model for cortex. The Liley model has been successful 
in simulating normative EEG features along with features that are commonly observed under anaesthetic conditions. 
 
We present an investigation of the Liley model’s ability to simulate EEG abnormalities known to be associated with cortical lesions. We present results 
demonstrating the model’s ability to simulate localized and generalized seizure-like dynamics under parametric conditions that are consistent with the 
physiological conditions associated with brain lesions. Bifurcation analysis is also presented demonstrating the underlying transition between normative and 
epileptic states. 
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Brain Machine Interfaces (BMIs) aim to restore lost function to amputees and quadriplegics. These devices 

require monitoring of outputs of the brain (e.g. neural signals from the motor cortex), to extract information to 
control effectors such as prosthetic limbs. Providing input into the brain by modulating neural activity is also 
desirable to allow sensory input such as touch to regulate the strength of a grasp. Ideally these interfaces should be 
wireless – that is, operate through the skin using radio waves, rather than have bulky, inconvenient and potentially 
leaky connectors penetrating through the skin. 

 
We are developing a wireless BMI system which is able to record and transmit neural activity via an array of 

microelectrodes implanted directly into the brain.  
 

 
Figure 1. Block diagram of the developed wireless brain machine interface system. 

 
We have designed a custom integrated circuit microchip in 180 nanometre Complementary Metal-Oxide 

Semiconductor (CMOS) technology. Each microchip die consists of 20 low noise programmable front-ends, a high-
speed, high-resolution time division multiplexed (TDM) analog-to-digital converter (ADC) and digital modulation 
circuitry. Each front-end has a combination of operational transconductance amplifiers with selectable gain from 
29 dB to 52 dBV. Bandwidth is from 10 Hz to 20 kHz allowing us to target both local field potentials and action 
potentials. Front-ends have been designed to have a very low noise floor of <4uVrms (10Hz-10kHz) while ensuring 
minimum possible power consumption and die area. Analog signals captured by each front-end are multiplexed into 
a 10-bit Pipeline Analog to Digital Converter, which can sample at rates up to 1.25 MSa/s. TDM is utilised to 
achieve up to 39 kSa/s per frontend. Digital sample data is processed into serial, parallel stream of binary encoded 
data that can then be transmitted to the outside world with or without various modulation schemes.  

 
An important feature of this chip is its ability to operate as either a wired or wireless device. As a wired device, 

a high-bandwidth wired bus supports data from all channels to be sent at the full sampling rate simultaneously to a 
PC. As a wireless device, due to data bandwidth and power limitations of the inductive link, one channel can be 
selectively transmitted at a time at the full sampling rate, or multiple channels can be transmitted simultaneously at 
a reduced sampling rate.  
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Recent studies have demonstrated that high-frequency neural oscillations such as gamma oscillations (30-100 Hz) are organised 
as localised patterns with fractional diffusion dynamics. To reveal the fundamental computational roles of such activity patterns, 
we develop a normative model by constructing the responses of these patterns as spatiotemporal fractional motion modulated 
by external potential wells. We demonstrate that this model can explain the emergence of slow theta oscillations that are coupled 
to gamma oscillations as found in experimental studies; this cross-frequency coupling is analysed based on the first-passage 
between the local minima of the well. In addition, we illustrate that the fractional motion of the patterns enables a scale-free 
representation of space and time. 
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A large proportion of neurons in the Middle Temporal (MT) area of the extrastriate primate visual cortex are 
direction selective. When the MT area of the visual cortex is stimulated with plaid patterns, a range of cell specific 
responses are observed. Some of the MT neurons are pattern neurons, which respond optimally to the direction of 
the pattern motion, and some are component neurons, which are selective to the directions of the individual gratings. 
A current theory on the generation of pattern selectivity of MT neurons is based on a hierarchical relationship 
between component and pattern MT neurons, where V1 (primary visual cortex) direction selective cells provide 
input to component MT cells that then combine to drive pattern MT cells [1]. However, the theory is developed 
largely around the use in experiments of plaid stimuli that do not have terminators on the moving grating. Where 
the gratings cross in plaids, blobs are formed that move in the pattern direction. In human perceptual experiments, 
revealing the ends of the moving gratings (terminators) immediately breaks the illusion of the direction of pattern 
motion: the true direction of motion is perceived.  

Here, we propose a computational model of the V1 and area MT for the processing of visual motion information. 
We developed a model that emphasizes the extraction of terminators by the motion processing system [2]. Based 
on the response in MT to specific combination of inputs from V1, we propose that some MT cells, labelled pattern 
cells, are better at extracting the direction of the terminators, while other cells are intermediate or component 
selective cells. The initial motion and form information are extracted by neurons in V1 by three different types of 
neurons with distinctive response characteristics: standard complex V1 cells, end-stopped V1 cells, and complex 
V1 cells with suppressive extra-classical receptive fields (RFs). The resulting visual information is transmitted to 
the neurons in MT for integration of local motion signals and segregation of overlapping stimuli.  

The results show that the responses of the MT neurons are highly dependent on the values of two parameters: the 
excitatory input that they receive from the complex V1 neurons with extra-classical RFs and the inhibitory effect 
of the end-stopped neurons. The results also show the contrast dependency of the pattern motion preference of MT 
neurons; the level of the pattern selectivity of MT neurons drops significantly when the contrast of the bars is 
reduced. The temporal dynamics of the pattern and component MT neurons are also different; there is a delay in the 
detection of the pattern motion compared to the component motions of the stimuli. 

The model provides an explanation of the mechanism involved in pattern and component motion selectivity of MT 
neurons. The model demonstrates that the degree of pattern or component selectivity in MT can be explained in 
terms of the relative strengths of the three V1 input types described above. Dominance of end-stopped V1 neurons 
in the model leads to pattern selectivity in MT, while dominance of V1 cells with extra-classical RFs results in 
component selectivity.  
 

[1] Kumbhani RD, El-Shamayleh Y, Movshon JA (2015) Temporal and spatial limits of pattern motion sensitivity in macaque MT neurons, 
Journal of Neurophysiology 113, 1977-1988. 

[2] Zarei Eskikand P, Kameneva T, Burkitt AN, Grayden DB, Ibbotson MR (2019). Pattern motion processing by MT neurons, Frontiers in 
Neural Circuits 13, 43. 
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Receptive fields in the retina emerge from the dendritic morphology and synaptic inputs to retinal ganglion cells, 
the output neurons of the retina. These properties show great variability across the different classes of retinal 
ganglion cell; such functional diversity is one of the underpinnings of visual function. Receptive field structure has 
typically been studied using traditional stimuli such as drifting gratings which must be tuned to individual cells, or 
long exposures (in excess of 1h) to white-noise-type stimuli which are analysed by spike-triggered reverse-
correlation. A new approach was recently proposed [1] in which bars are flashed at different orientations and 
positions and the receptive field is computed using an inverse Radon transform; however, the algorithms used in 
[1] obscure the fine details of the receptive field structure. Here, we harness recent advances in tomographic image 
analysis to produce high resolution receptive field maps in the retina using simultaneous algebraic reconstruction 
tomography. Receptive fields can be mapped for both classical (linear) and non-classical cells in the retina and are 
closely correlated to the underlying dendritic morphology of the cells. Receptive field mapping using iterative 
tomographic reconstruction can reproduce both the centre and surround mechanisms of the receptive field, as 
demonstrated by comparing the receptive fields with observed aperture tuning curves. The graphical abstract shows 
an example filled cell recorded in the retina (A) and the corresponding local dendritic field density (B), the receptive 
field as reconstructed from in-vitro patch-clamp recording (C), and the spatial correlation between the morphology 
and the physiology (D). In summary, iterative tomography is a powerful new technique for visual neuroscience 
which will permit new insights to the relation between neural structure and function.  
 

 
 
 
 
[1] Johnston J, Ding H, Seibel S.H, Esposti F, and Lagnado L (2014) Rapid mapping of visual receptive fields by filtered back projection: 

application to multi-neuronal electrophysiology and imaging, Journal of Physiology vol. 22, no. 592, pp. 4839-4854 
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Nanoparticles with various properties and functions are of growing interest for biomedical 
research, such as in vivo and in vitro sensors, imaging agents and delivery vehicles of 
therapeutics. An effective method to deliver nanoparticles into the intracellular environment is 
still a major challenge and critical to many biological studies. Current techniques, such as 
intracellular uptake, electroporation and microinjection, have different benefits and limitations 
(e.g., aggregation and endosomal degradation of nanoparticles, high cell mortality and low 
throughput). We demonstrate application of the well-established microelectrophoresis technique 
for the first time to deliver nanoparticles into target cells using fine-tipped micropipettes, which 
overcomes some of these delivery difficulties. Semiconductive quantum dots were selected as 
the nanoparticles in this study as they are widely used for biomedical imaging and sensing due 
to having functionalized surfaces suitable for bioconjugation, adaptable photophysical 
properties for multiplexed detection, and superior stability for longer investigation times. We 
developed a method to prepare monodisperse suspensions of quantum dots with average 
hydrodynamic diameter of ~20nm, which demonstrated sufficient colloidal stability to prevent 
aggregation and blockages in the tip of micropipettes during ejection while enabling sufficient 
electrical conductivity for ejection and recording electrical activity of cells. Fine-tipped glass 
micropipettes with an average tip inner diameter of 206 nm for ejection but less than 500 nm to 
minimize the cell membrane damage and cell distortion were successfully fabricated. Finally, 
quantum dots were successfully delivered into living human embryonic kidney cells using small 
electrical currents through fine-tipped glass micropipettes. The delivered quantum dots were 
found to stay monodispersed within the cells for 2 hours. We believe that microelectrophoresis 
technique may serve as a simple and general strategy for delivering a variety of biocompatible 
nanoparticles intracellularly in various biological systems. 
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Free communication is one of the cornerstones of modern civilisation. While manual keyboards 

currently allow us to interface with computers and manifest our thoughts, a next frontier is communication 

without manual input. Brain-computer interface (BCI) spellers often achieve this by decoding patterns of 

neural activity as users attend to flickering keyboard displays. To date, the highest performing spellers 

report typing rates of ~10.00 words/minute. While impressive, these rates are typically calculated for 

experienced users repetitively typing single phrases. It is therefore not clear whether naïve users are able 

to achieve such high rates with the added cognitive load of genuine free communication, which involves 

continuously generating and spelling novel words and phrases. In two experiments, we developed an open-

source, high-performance, non-invasive BCI speller and examined its feasibility for free communication. 

The BCI speller required users to focus their visual attention on a flickering keyboard display, thereby 

producing unique cortical activity patterns for each key which were decoded using filter-bank canonical 

correlation analysis. In Experiment 1, we tested whether seventeen naïve users could maintain rapid typing 

during prompted free word association. We found that information transfer rates were indeed slower 

during this free communication task than during typing of a cued character sequence. In Experiment 2, we 

further evaluated the speller’s efficacy for free communication by developing a messaging interface, 

allowing users to engage in free conversation. The results showed that free communication was possible, 

but that information transfer was reduced by voluntary textual corrections and turn-taking during 

conversation. We evaluated a number of factors affecting the suitability of BCI spellers for free 

communication, and make specific recommendations for improving classification accuracy and usability. 

Overall, we found that developing a BCI speller for free communication requires a focus on usability over 

reduced character selection time, and as such, future performance appraisals should be based on genuine 

free communication scenarios. 
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